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ABSTRACT

The conceptual design for a satellite experiment was based on a comprehensive
analysis of the required number of radiance profile samples for a global, one-
year measurement program. These requirements are defined in terms of the
numbers of space/time cells and profile samples/cell necessary for analyzing
latitudinal, longitudinal, seasonal, and synoptic variations in horizon radi-
ance. A total of approximately 360 000 profiles/year are required, covering
a global set of 588 space ceils and 13 time cells (each 28 days long}. A vari-
able data acquisition rate of 0.43-1. 00 profiles/min was selected to afford
requisite levels of data coverage within different latitude intervals. In addi-
tion, requirements were established for diurnal data sampling; these require-
ments led to the choice of a 3 o'clock (nodal crossing) sun-synchronous orbit.

An extensive analysis of radiometer calibration, drift, and noise errors es-
tablished tradeoffs between the radiometer design specifications and the ex-
periment design requirements. Other design interfaces include those with the
data handling, power, and attitude control subsystems. The effect of various
operational alternatives, options, and contingencies was considered. In
addition, definition was made of requirements and methodology involved in
data reduction, analysis, and application.
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FOREWORD

This report documents Phase A, Part II of An Analytical and Conceptual
Design Study for an Earth Coverage Infrared Horizon Definition Study per-
formed under National Aeronautics and Space Administration Contract NAS
1-6010 for Langley Research Center.

The study was performed in two parts. Part I, which was previously
documented, provided for the initial delineation of the experimental data
required to define the earth's infrared horizon on a global basis for all
time and space scales of interest. The capabilities of a number of flight
techniques to collect the experimental data were then evaluated; a rolling
wheel spacecraft in a nominal 500 km polar orbit was selected as the
baseline technique.

The Part II portion of the study, which this report documents, provides a
more extensive analysis of the sampling requirements and operational
methodology for the measurement program, including the evaluation of
various system constraints. In addition, design requirements and concep-
tual designs are established for the overall system and its associated sub-
systems, including radiometer, attitude determination, data handling,
communications, attitude control, electric power, structures and integra-
tion, flight vehicle operations and launch support.

Honeywell Inc., Systems and Research Division performed this study pro-
gram under the technical direction of Mr. L. G. Larson. The program was
conducted from 28 March 1966 to 10October 1966 (Part I) and from 10
October 1966 to 29 May 1967 (Part II).

Gratitude is extended to NASA/Langley Research Center for their technical
guidance, under the program technical direction of Messrs. L. S. Keafer and
J. A. Dodgen with direct assistance from Messrs. W. C. Dixon, Jr., E. C.
Foudriat, H. J. Curfman, Jr., R. E. Davis, and T. B. McKee, aswellas
the many people within their organization.
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A STUDY OF DATA REQUIREMENTS, SYSTEM
CONSTRAINTS, OPERATIONAL METHODOLOGY,

AND DATA ANALYSIS TECHNIQUES FOR A 15-MICRON
HORIZON RADIANCE MEAS UREMENT EX PERIME NT

By Roy E. Peterson

John R. Thomas

William F. Vogelzang

Bruce F. Watson

SUMMARY

The conceptual design for a satellite experiment to measure the earthWs

infrared horizon radiance characteristics in the 15 micron CO 2 absorption
band has been developed.

Comprehensive analysis was made of the required number of radiance
profile samples for a global, one-year measurement program. These
requirements are defined in terms of the numbers of space/time cells
and profile samples/cell necessary for analyzing latitudinal, longitudinal,
seasonal,and synoptic variations in horizon radiance. A total of approxi-
mately 360 000 profiles/year are required, covering a global set of 588
space cells and 13 time cells (each 28 days long}. A variable data
acquisition rate of 0.43-1.00 profiles/min was selected to afford requisite
levels of data coverage within different ]atitude intervals. In addition,
requirements were established for diurnal data sampling to provide the
basis for analyzing day/night radiance variations. These requirements led
to the choice of a 3 otclock (nodal crossing) sun-synchronous orbit to
provide the basic sampling mode for diurnal data.

The above studies produced a body of data which achieved a consistently high
confidence level in the final results. Subsequently, an extensive analysis of
radiometer calibration, drift, and noise errors was performed to establish
tradeoffs between the radiometer design specifications and the experiment
design requirements. Other design interfaces include those with the data
handling, power, and attitude control subsystems. The effect of various oper-
ational alternatives, options, and contingencies was considered, e.g., data
coverage from different types of orbit, data losses resulting from gaps in the
STADAN telemetry network, and suspension of data collection during periods
of spacecraft attitude and spin rate correction.



Definition has also been made of requirements and methodology involved in data
reduction, analysis, and application. Of special importance are 1) the basic
reduction of radiometric, spacecraft attitude, md tracking data into radiance
profiles, 2) error analysis, 3) analysis of radiance variability in terms of the
space/time cells, 4) analysis of diurnal radiance variations, and 5) applica-
tions of the profile data to accomplish various engineering and scientific ob-
jectives.



INTRODUC TION

The experiment design studies documented herein are a portion of the Horizon
Definition Study (HDS) conducted for NASA Langley Research Center, Contract
NAS 1-6010, Phase A, Part II. The purpose of the HDS is to develop a com-
plete horizon radiance profile measurement program to provide data which can
be used to determine the earth's atmospheric state, especially at high altitudes.
These data can then be effectively used in the many atmospheric sciences
studies and in the design of instruments and measurement systems which use
the earth's horizon as a reference. Part I of the HDS resulted in the following
significant contributions to the definition of the earth's radiance in the infrared
spectrum:

The accumulation of a significant body of meteorological data
covering a major portion of the Northern Hemisphere.

A large body of synthesized horizon radiance profiles com-
puted from actual temperature profiles obtained by rocket
soundings.

A very accurate analytical model and computer program for
converting the temperature profiles to infrared horizon pro-
files (as a function of altitude).

An initial definition of the quantity, quality, and sampling
methodology required to define the earth's infrared horizon
in the CO2 absorption band for all temporal and spatial
condi tions.

An evaluation of the cost and mission success probabilities
of a series of flight techniques which could be used to gather
the radiance data. A rolling-wheel spacecraft was selected
in a nominal 500-km polar orbit.

The Part II study effort was directed toward the development of a conceptually
feasible measurement system, which includes a spacecraft, to accomplish the
measurement program developed in Part I. In the Part II HDS, a number of
scientific and engineering disciplines were exercised simultaneously to con-
ceptually design the required system:

The scientific experimenter refined the sampling methodology
that must be accomplished by the measurement system. This
portion of the study recommends the accumulation of approxi-
mately 380 000 radiance profiles taken with a sampling rate
that varies with the spacecraft's latitudinal position.

A conceptual design was defined for a radiometer capable of
resolving the earthVs radiance in the 15-micron spectrum to



meter -steradian with an upper level of responseO. Ol watt/ 2

of 7.0 watt/meter2-steradian.

A starmapper and attitude determination techniques were
defined capable of determining the pointing direction of the
spacecraft radiometer to an accuracy of 0.25 km in tangent
height at the earth's horizon.

The combination of the radiometer and starmapper instruments
is defined as the mission experiment package.

A solar cell-battery electrical power subsystem conceptual
design was defined which is completely compatible with the
orbital and experimental constraints. This system is capable
of delivering 70 watts of continuous electrical power for one
year in the sun-synchronous, 3 o'clock nodal crossing, 500-
km orbit.

A data handling subsystem conceptual design was defined
which is capable of processing in digital form all the scien-
tific and status data from the spacecraft. The subsystem
is completely solid state and is designed to store the 515 455
bits of digital information obtained in one orbit of the earth.
This subsystem also includes command verification and
execute logic.

A communications subsystem conceptual design was developed
to interface between the data handling system of the spacecraft
and the STADAN network. The 136 MHz band is used for

primary data transmission and S band is used for the range
and range-rate transponder.

A spacecraft structural concept was evolved to contain,
align, and control the thermal environment for the space-
borne subsystems. The spacecraft is compatible with the
Thor-Delta launch vehicle.

An open-loop, ground-commanded attitude control subsystem
conceptual design was defined utilizing primarily magnetic
torquing which interacts with the earth's field as the force
for correcting attitude and spin rates.

A selection of the Thor-Delta as booster was made from the

1972 NASA "stable" which provides low cost and adequate
capability.

Western Test Range was selected as the launch site due to
polar orbit requirements. This site has adequate facilities
except for minor modifications to handle the program and is
compatible with the polar orbital requirements.

4



This report documents the areas of study directly related to the conceptual
design of the satellite experiment. The final conclusions of the Part I study
are noted to indicate the starting point for the Part II studies. The quantity
of data was established at approximately 110 000 profiles collected uniformly
over a period of one year and distributed according to a model containing 408
latitude/longitude ceils. This data quantity was designed to yield horizon pro-
file resolution to +0.5 km in elevation at the 95 percent confidence level. In
addition, upper and lower data limits were established.

These three sets of data requirements represent the baseline values for the
experiment conceptual design study conducted during Part II. These data
requirements were preliminary, establishing only the basic sampling method-
ology, tangent height error, and data quantities. Further considerations
during Part II involved the analysis of a full range of locators (horizon sensor
mechanization concepts}, diurnal content of the data, error effects (temper-
ature and instrument}, and various system and operational constraints.

EXPERIMENT DEFINITION AND OBJECTIVES

HORIZON SENSOR APPLICATION OBJECTIVE

Since the initiation of the United States w space program, the earth's
infrared horizon has been used to determine attitude of many satellites.
In some cases, horizon sensors have been used as the primary or backup
sensors for attitude control and stabilization; in other cases, the sensors
have been used merely to determine attitude for purposes of controlling
scientific packages or analyzing the scientific data.

Satellites, such as Nimbus and OGO, use horizon sensors as primary
attitude sensing elements for stabilization of the vehicle to local vertical.
The Discoverer series, Mercury, and Gemini used horizon sensors as
backup to inertial attitude systems and to establish local vertical
references. Tiros spin-stabilized weather satellites were provided with
horizon sensors to determine when the line of sight was crossing the
earth for operating the cameras.

Various configurations of horizon sensors have been designed: for example,
fixed point sensors which view the horizon at several fixed points relative
to the spacecraft; the conical scanner which sweeps out a conical segment
intercepting both the earth and space; and the dithering sensor which
oscillates between space and earth as it scans in azimuth. These examples
are illustrated in Figure 1.
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Figure 1. Examples of Horizon Sensor Operation



The first horizon sensors, developed as early as 1957, operated on
radiation within the atmospheric window, nominally 2-to 18-_t wavelengths
or wider. This broad band was selected for its high energy level to
maximize signal-to-noise ratio based on considerations of detectors,
optics, and electronics state of the art. A further consideration by the
early horizon sensor designers was a desire to sense the actual "hard"
earth horizon which is made visible by the transparency of the atmos-
phere to radiation in this spectral band.

It was determined from early flights that erratic behavior resulted in
erroneous vertical reference, often having steady-state error of 5 ° and
transients considerably greater. These flight results provided the
impetus for further detailed examinations of the horizon phenomena.
It appeared from theoretical work that the earth's horizon was not a well-
defined discontinuity between the cold of space and the warm planet;
furthermore, the effects of clouds became increasingly apparent. Experi-
ments conducted by the U. S. Air Force onU-2 flights confirmed the

,, $Iexistence of cold cloud effects on horizon sensors. It was concluded that

these clouds absorb infrared radiation within this spectral region and
re-emit at their nominal temperature, thereby appearing as a colder body
than the earth. As can be seen in Figure 2, the cloud condition within
the atmosphere has a significant effect on the energy emitted by the earth.
Another important aspect of this problem is also shown in this figure;
little, if any, cloud effect is apparent in the spectral interval of approxi-
mately 14 to 16 _. Interest in this spectral range developed rapidly.

Results of recent theoretical and experimental efforts, notably those con-
ducted with the X-15 and the suborbital Scanner, have shown that the 15-_
CO2 absorption band may be the most stable region in the infrared; however,
the true spectral shape of the optimum band and its attendant stability have
not been demonstrated. It becomes necessary, therefore, to experimentally
establish the variations in the horizon profile in the 14-to 16-_ region. With
this information, the horizon sensor designer can improve the instrument
design by calibrating out the systematic variations of the horizon profile.

The results of previous analyses have indicated that horizon sensor error

improvement is predicated on assimilating a more complete body of data from
which the horizon anomalies may be statistically defined. Horizon anomalies
which have been considered include:

Earth oblateness

Season

Diurnal

Atmospheric effects

Latitude, longitude

Topographic al features

High-altitude clouds
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These anomalies, with the exception of earth oblateness (ref. 1), are caused
by atmospheric effects and it is an objective of the measurement program to
determine the manner in which these anomalies introduce errors in the deter-

mination of local vertical by horizon sensors.

The studies and analyses conducted during Part I of this study indicate that
compensations for seasonal, diurnal, and geographical effects to produce
accuracies to within 0.01 ° are feasible. The 0.01 ° represents the residual
error in the horizon after compensating for the above mentioned deterministic
variations. Thus, the quantitative goal of the measurement program is to
measure the horizon variations with sufficient accuracies that horizon sensors

intended to produce local vertical accuracies in the 0.01 ° range can be confi-
dently designed.

SCIENTIFIC OBJEC TIVES

The scientific objectives are linked to the unique capability which the HDS
satellite has for high resolution horizon measurements on a global scale with
sufficient spatial resolution to allow statistical, parametric investigations.
These data will provide unique measurements in some cases and in others will
provide a sound base upon which other satellite programs can build.

The capability to estimate the mesosphere and the upper stratosphere temper-
atures represents a unique feature. The HDS stratospheric data base will
augment the specific investigations performed by the Satellite Infrared Spec-
trometer (SIRS) used.

RADIOMETER AND DATA SAMPLING REQUIREMENTS

The radiometric and data sampling requirements serve to define the goals of
the measurement program. The conclusions reached as a result of the Phase
A, Part I study, which evaluated the profile characteristics, their accuracies,
and global distribution made up the initial requirements set. Amendments to
this initial set were the result of additional data application, mission profile,
and radiometer instrument specification requirements analysis.

This section establishes the initial set of radiometric and data sampling re-
quirements for which a feasible system design was required as a product of
the Part II study, the analyses conducted, and the recommended set of re-
quirements for the program.

RADIOME TRIC REQUIREMENTS

The radiometric requirements define the exact nature of the earthVs phenomenon
which is to be observed. The accuracy of each observation and the quantity and
global distribution is established. These requirements are subdivided into the
spectral interval, provile accuracy, and data requirements.



Spectral Interval

The spectral interval is selected as the 615 cm -1 to 715 cm -1 (14.0 to16.28_)
carbon dioxide absorption band. This band has been established as being
capable of providing the most stable horizon profiles. Part I profile synthesis
and numerous programs have contributed to the establishment of this require-
ment. This requirement has remained firm throughout the Part II studies.

The accuracy of the radiance profile refers to the variation of the measured
radiation from the absolute radiation. Measurement instruments must be
designed to accommodate all these requirements expressed in terms of radi-
ance characteristics and resolution. The radiance profile characteristics and
accuracy requirements are as follows:

• Peak radiance: Maximum
Minimum

Minimum radiance

Slope resolution: Maximum
Minimum

Maximum change

Radiance magnitude resolution

= 7W/m 2 - sr

= 3 W/m 2 - sr

= 0.01 W/m 2 - sr

= 0.6 W]m 2- sr-km

= 0.02 W]m 2 - sr-km

= 0. 15 W/m 2 - sr-km 2

= 0.01 W/m 2 - sr

The basic requirements for horizon profile positional accuracy relates to both
the horizontal position and the altitude at which radiometric readings are taken.
The basic requirement for horizontal resolution is < 25 km with the altitude or
tangent height resolution requirement being +0.25 km over the complete alti-
tude interval of + 80 to - 30 km.

Basic Data Sampling Requirements

The basic data requirements are defined as the data sampling conclusions from
the Part I study. These data specifications are noted in Table 1. One select
locator (i. e. horizon sensor mechanization) was shown to provide a confidence
level of 95 percent with respect to a tangent height confidence interval of 0.5 kr_
The scientific set of requirements (Table 1} was similarly evolved from another
select locator to provide a 95 percent confidence level and represented an upper
limit of useful data quanitty. The minimum set was established as a lower
check point below which the effectiveness of the program would be questionable.

The Part II studies were directed toward a refinement of the Part I data re-

quirement specifications, based upon additional knowledge of the experiment,
and development in the areas of hardware and operational constraints.

l0
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REFINEMENT OF ADDITIONAL DATA SAMPLING REQUIREMENTS

Determination of Data Sampling Requirements for Additional Locators

In the Part I study, the locator concept was employed to facilitate the statis-
tical analyses. The locator is some characteristic of the horizon which pro-
duces a consistent definition of a sharp reference horizon.

Table 2 presents a select list 12 horizon locators, which were recommended
as providing the primary basis for determining the experimental data re-
quirements.

Attention was focused upon the L4 (2.5) and L1 (3.0) horizon locators in de-
fining data requirements for the basic and scientific measurement programs.
respectively.

In the Part II study, the data requirement problem was examined within a
larger context, encompassing all recommended locators.

The specific data requirements for the additional locators were readily de-
terminable by applying essentially the same methods as were developed for
the L1 (3.0) and L4 (2.5) locators (ref. 2) to establish the space cell dimen-
sions and sample sizes.

Estimation of sample size requirements. -- The estimation of sample
size is based upon the following expression (ref. 3):

3G

ic 1 {I}

A

where Ic is the 95 percent confidence interval (km), v is the estimate of
uncertainty associated with temporal variations in the sample (kin), and N is
the number of samples required per space/time cell (a 28-day time cell, or
map period, is assumed}. In the Part I study, a value of 0.5 km was deter-
mined as a reasonable upper bound of the confidence interval, Ic. The cal-

culation of N thus essentially depends upon the estimated value of

As pointed out in reference 3, the o estimate was made from the large body
of the synthesized radiance profiles that was obtained from the Cape Kennedy
one-year data series. In order to determine _ as a function of latitude for
the L1 (3.0) and L4 {2.5) locators, an extrapolation procedure was used in
the Part I study, whereby the _ value at Cape Kennedy {based upon the 6th
harmonic residual} was extrapolated to the entire range of latitudes along the
90th meridian by using the 3rd harmonic residual statistic of the synoptic/time

12



curve fits as a guide. The same kind of extrapolation procedure was
used in this study, with some minor modification. The required statistical
data for determining 8 for all 12 locators was already available from the
comprehensive computer runs performed during the Part I study.

13
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Figure 3 exemplifies the extrapolation procedure as it was applied to ]ocator
L1 (0.2). First, the curve of latitudinal variation in the 3rd harmonic
residual statistic was plotted. Then, a step-function fit was made to the
highest value of this statistic within each of the L4 (2.5) space cell latitude
intervals (i. e., 10 ° intervals between 0-20 ° and 60-90°; 5 ° intervals
elsewhere). Next, the difference was measured between the values of the
6th harmonic residual at Cape Kennedy (28.5 ° N) and the 3rd harmonic
residual from the synoptic curve fit at the same latitude. The step-function
fit was then adjusted upward by this differential value (0.48 km, in this
case). The same procedure was also applied to the corresponding sets

of statistics for the other 11 locators. This procedure differed somewhat
from that used in the Part I study for determining c for locators L1 (3.0)
and L4 (2.5); in that instance, only two extrapolated values of _ were
determined for each of the two locators. In this study, a finer scale fit
was made so as to provide a more detailed basis for comparing the data
requirements for the 12 different locators.

Table 3 lists the b values which were obtained for the 12 locators, as a
function of latitude interval. For comparison purposes, the _ values
determined for L4 (2.5) and L1 (3.0) in the Part I study have also been
included. The values for these locators as originally determined in the

Part I study are indicated by the use of prime notation. It may be noted
that there is a general increase in a at latitudes above 60 _, that the
values for locator L17 are relatively large at all latitudes, that the two sets
of _ values for L4 t(2.5) and L4 (2.5) are in very close agreement, and
that the two sets of _ values for L1 t (3.0) and L1 (3.0) show some pro-

nounced differences, reflecting the generally conservative approach which
was taken to estimating v for L1 t (3.0) in the Part I study, as well as the
differences in the distribution of time/space cells used in both sets of
c alcul at ions.

The next step in the analysis was to calculate the required sample size, N,
as a function of the estimate of uncertainty, _ . Figure 4 was developed
to facilitate this calculation, based upon equation (1). Table 4 presents
the results of this calculation, in terms of the sample size per time/space
cell within each latitude interval for the 12 different locators. The results
in this table show 1) that the cell sample size requirements for locators
L4 (0.5) and L2 (0.95) are completely subsumed by those for locator
L4 (2.5), 2) that the sample sizes required for the other locators are,
in varying degrees, considerably larger than for L4 (2.5), and 3) that
the data requirement for locator L17 stands out by itself as extremely
large. In view of this last result, locator L17 was eliminated from any
further consideration.

Determination of space cell requirements. -- The interpolation of space
cell requirements was based upon the numbers determined for locators

L4 (2.5) and L1 (3.0) in the Part I study; these numbers essentially
represent the opposite extremes for the 11 locators being considered.
The interpolation of the required number of space cells for a particular
locator was based upon its value of 3 (estimated uncertainty) relative
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to the _ values of locators L4 (2.5) and L1 (3.0). This approach was
adopted because the ratio of the overall number of space cells for L4 (2.5)
and L1 (3.0), 0.53 (408/768), is approximately the same as the ratio of
their _ values, 0.55 (0.486/0. 885). This appeared to reflect a basic
relationship between the quantization interval between adjacent cells (which
essentially determines the number of space cells required for a given
locator) and the estimated uncertainty of samples collected within an
individual space cell (which serves to establish the required sample size
for each space cell). Because of the general nature of the interpolation
method, no specific assignment of cell dimensions was made for the nine
additional locators; instead, the numbers of the required space cells were
determined on an aggregate basis for each 10° latitude interval. Table 5
presents the space cell distributions as determined for the various locators.
It should be noted that there is an increase in the number of space cells (and
a reduction in their latitudinal and longitudinal dimensions) extending from
Locator L4 (2.5) to LI (3.01).

The required sample sizes per space cell for the eleven locators have
been defined previously. The total data sampling requirements can now
be established for each locator over 10 ° latitude intervals, using the newly
defined space cell distributions. These requirements, shown in Table 6,
provide a baseline from which the effects of random radiometer errors and
data telemetry losses can be evaluated prior to establishment of an overall

sampling methodology.

The next step in the analysis was to determine, for the various locators,
the increases incell sample size, AN, needed to compensate for the
effects of random radiometer errors in order to maintain a given level of
confidence in the Fourier time series analysis of HDS data. For this
purpose, the material contained in the analysis of additional data require-
ments subsection of this report was used. This provides a series of graphs
for the various locators relating a given size radiance error to an equivalent
tangent height error, which in turn can be used to compute AN. In this

analysis, a value of 0.003 W/m2-sr was adopted for the error standard
deviation in radiance, _N . This value reflects the 3_ value of 0. 01

W/m2-sr which was established as a working estimate of the basic radiom-

eter design requirement.

The computation of AN's was based primarily upon the _N versus Ve
(equivalent error standard deviation in tangent height) graph for the mean
profile case. However, a detailed analysis was also made for a minimum
profile case as discussed later to determine the additional cell samples which
would be required for special error compensation at high latitudes (i. e. , 50-
90 °) in the winter season (i. e., the four 28-day time cells spanning the month,'

December - February). It was shown that relatively small additional
samples were required, in the case of all locators, to compensate for
random radiometer error effects in low radiance profiles at higher
latitudes in winter.

Table 7 summarizes the results of the sample error compensation analysis.
It should be noted that the error compensation, viewed in terms of the per-
centage of additional samples required, is very significant for locators L2
(0.95) and L2 (0.06), far less important for locators L2 (0.3), L1 (0.2) and
L2 (0.5), and almost negligible for the other six locators.
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The Effects of Temperature Errors
Upon Synthesized Radiance Profiles

Summarized below are the highlights of the study made to evaluate the effects
of temperzture errors upon synthesized radiance profiles. Appendix A pre-
sents a more detailed discussion of the study methods and results.

Study objectives. -- There are two basic reasons for studying the effects
of temperature sounding and extrapolation errors upon synthesized radiance
profiles. First, the overall data sampling requirements for the HDS ex-
periment are based upon an extensive set of 1039 synthesized profiles which
were derived from Meteorological Rocketsonde Network (MRN) and radio-
sonde observational data and from extrapolated temperatures above the level
of effective MRN data coverage. It is important, therefore, to assess the
effects of temperature errors upon these synthesized profiles since they were
used to determine statistical properties of horizon locators (i. e. , L4 (2. 5)
and L1 (3. 0) in the Part I study and several additional locators in the Part II
study) which were used as the basis for determining the required global dis-
tribution of space and time cells, as well as the sample sizes required within
each cell.

The second basic reason for examining the temperature error effects problem
is to help determine a realistic methodology for comparing samples of radi-
ance profiles measured by the HDS experiment with synthesized profiles cal-
culated from meteorological sounding data at coincident times and locations.
This comparison of measured and synthesized profiles is a necessary part of
the experiment data analysis in order to check the validity and representative-
ness of the HDS radiance profiles and to check the adequacy of the analytical
model. Obviously, only a relatively small number of profiles can be sub-
jected to this type of comparative analysis. It is important, therefore, that
the temperature error effect in synthesized profiles be clearly established so
that the radiance (and tangent height) deviations resulting from such com-
parisons can be reasonably analyzed and interpreted.

Stud_ approach. -- The altitude range over which meteorological data are
used to calculate synthesized radiance profiles extends from 0 to 90 kin.
This range can be divided into three altitude intervals where distinctly dif-
ferent types of temperature data are available: 1) 0 to 30 km, covered by
relatively accurate radiosonde data from a global network of upper-air re-
porting stations; 2) 30 to 60 km, covered by less accurate rocketsonde data
mostly concentrated over North America, but also including some European
stations and a few other widely scattered locations; and 3) 60 to 90 kin,
covered by infrequent mesopheric soundings made at widely diverse times and
places. During the Patti study(ref. 4), some attention was directed toward
estimating the likely temperature errors within these three altitude intervals.

From 0 to 30 km, an error standard deviation, ST' of +2°C provides a rep-
resentative estimate.

Temperature error estimation for MRN observations is considerably more

difficult and uncertain (ref. 5). A VT value of +4°C was adopted as a working
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estimate of MRN temperature error between 30-60 Km. Since 3_T values of
+12°C were also used, the analysis of temperature error effects can be gen-
eralized over a wide range.

From 60 to 90 kin, the temperature errors are considerably larger than
those which apply to the two lower altitude intervals. In the Part I study, the
temperatures were estimated above 60 km by an extrapolation technique. The

estimated _T between 60 to 90 km is +7°C in summer and ±10°C in winter.

For the purposes of this preliminary study, it was decided to apply the +_T

and ±3a T temperature errors separately to each of the three altitude intervals

for one selected profile, Profile 943 (July, 20°N, 90°W). By assuming a par-
ticular size temperature error in one altitude interval and no error in the
other two intervals, the error effects could then be separately examined.

Thus, values of VT = 2.0°C and 3a T = ±6°C were applied from 0 to 30 km;

VT = 4.0°C and 3a T = ±12.0°Capplied from 30 to 60 km andaT = 7.0°C

and 3_ T = ±21.0°C applied from 60 to 90 kin. Profile 943 represented a con-

venient choice since this summer, low-latitude profile was also used in the
study of diurnal temperature variability effects, discussed elsewhere in this
report. In order to provide a winter, high-latitude comparison for 60 to 90
km temperature error effects, Profile 883 (Jan., 75°N, 90°W) was selected

as the baseline case for evaluating aT = 10.0°C and 3a T = ±30.0°C

The 12 error-perturbed profiles, as defined above, were calculated by apply-
ing the various plus of minus temperature deviations to the basic sets of
temperature values determined for Profiles 943 and 883 in the Part I study.

The effects of temperature errors were analyzed in terms of 1) absolute and
percentage deviations in radiance for perturbed versus baseline profiles and
2) tangent height deviations in select horizon locators derived from the per-
turbed and baseline profiles. The latter portion of the study was designed to
reveal whether or not the data sampling requirements, based as they were
upon the analysis of the variability of specific locators, were unduly sensitive
to the effects of temperature errors.

Discussion of Results. -- The overall results of this study have shown that
the effect of temperature errors upon locator tangene heights can vary over
wide limits. Temperature errors between 0 to 30 km have the greatest im-
pact uponlocators L 2(0.95) and L2 (0.50); for three _ temperature errors
of ±6°C, the absolute values of the tangent height deviations for these locators
lie within the range 0.6 to 1.7 kin. Temperature errors between 30 to 60 km
mostly affect locators L1 (3.0), L1 (2.0) and L2 (0.95); for 3 _ errors of
+12°C, the deviations in tangent height for these locators fall within an ab-
solute value range of 1.4 to 4.2 kin. Temperature errors between 60 to 90
km produce the largest tangent height deviations in locators L1 (0.2), and
L3 (4.5), and L4 (0.5); for 3 a errors of +21°C, the absolute values of
these deviations lie within a range of 1.0 to 2.3 kin. Overall, temperature
errors between 30 to 60 km appear to have the greatest effect upon the
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locators included in this study.
with the exception of L2 (0.95),
range of 30 to 60 kin.

This result is entirely reasonable since,
all locators operate within the tangent height

In addition, this study has revealed a remarkable consistency, in terms of
the tangent height deviations per °C temperature error which are produced
upon a given horizon locator by errors of different signs and magnitudes.
Locator L2 (0.95) is the only one to exhibit any real inconsistencies in the
normalized deviations; these occur in the (2, 6: 0-30) and (4, 12: 30-60}
error cases. The overall results suggest that a nomogram could be developed,
for each class of locators, which would permit rapid, accurate estimation
of tangent height deviations as a function of 1) basic temperature error
combinations within the 0 to 90 km altitude interval, and 2) some general
profile descriptor such as peak radiance which would sufficiently identify the
radiance profile slope characteristics in order to take into account the func-
tional relationship between the tangent height deviation and the radiance de-
viation caused by temperature errors. The development of such a series of
nomograms could proceed on the basis of 1) selecting a representative
number of radiance profiles which cover a range of different latitudes and
seasons, 2) defining a greater number of plus and minus error combinations,
and 3) establishing firmer estimates of a T , the error standard deviation in
temperature, over the 0 to 90 km interval.

Effects of temperature errors upon experiment design. -- The results
of the analysis of tangent height deviations for various locators provide a
basis for estimating possible effects which temperature errors in synthe-
sized profiles may have produced upon the experiment design. Of specific
interest are: 1) The data requirements which were established in the
Part I study for the "scientific" and "engineering" measurement program,
based upon the time series analysis of locators L1 (3.0) and L4 (2.5),
respectively, and 2) the data requirements defined in the Part II study for
other additional locators.

The tangent height deviations which were determined for the 12 different

locators can be identified as error standard deviations in tangent height,

hT which correspond to the assigned values of error standard deviation

in temperature, v T" Thus, the following three types of tangent height

error can be defined: 1) _h (0-30), associated with a constant value
T

of_T = 2°C between 0 to 30 km; 2) _hT (30-60), which correspond to

_T = 4°C between 30 to 60 kin; and 3) ahT (60-90), which is associated with

CT = 7°C between 60 to 90 kin. Estimates of ahT are provided by the

recent study results (even though the analysis only included positive 1_ T

errors, the values for negative lv T errors are expected to be approximately

the same over this small a total error interval).
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The ideal basis for examining the relative influence of the three _hT

values would be a set of Ch values which denote the standard deviation in
tangent height for the various locators within specific space]time cells.
This type of information is not available, however, because of basic data
limitations. It is necessary, therefore, to draw inferences from the
locator tangent height statistics which were generated during the Part I
study. Values of standard deviation Ch for the locators of interest were
determined: 1) over an extensive North American grid area for eight
synoptic cases; 2) at specific stations (i. e., Cape Kennedy, Ft. Churchill
and White Sands Missile Range) over various time periods extending from
two days to one year; and 3) at specific times along a space cross section
extending from White Sands Missile Range to Antigua. For purposes of

illustration, Vh values were selected for the June and January synoptic

cases, the May time series case for Cape Kennedy, and the October

cross-section case. These values, together with VhT values for each

interval and for the entire 0 to 90 km altitude range, are presented in
Table 8.

There are some notable features in the distribution of Vh and VhT

values shown in this table. Of the 12 locators considered, the ahT (0-90)

values exceed the June synoptic case Vh values in seven instances, exceed

the May Cape Kennedy Vh values in eight instances, and exceed the October

WSMR-Antigua Vh values in six instances. This result has some interest-

ing implications, since these three sets of Ch values represent either

periods of the year or locations when a h is at a near minimum. It would

normally be expected that these _h values would be larger than the

ChT (0-90) values, so as to reflect the combined influence of natural

variability as well as temperature error effects upon the synthesized

radiance profiles. The _h value for the January synoptic case (where

the natural variability is at a near maximum) does indeed exceed the

ChT (0-90) values by a considerable margin, with but one exception, the

L4 (0.5) locator. In this January case, the error component in _h

which can be attributed to the assumed temperature error distribution is

relatively small; for example, if we subtract out the effect of ahT = 0.87 kin,

for the L1 (3.0) locator, from _h = 4.79 kin, we obtain a value of 4.71 kin,

representing only a very minor correction.

In the three cases where the _hT (0-90) values frequently exceed the Ch
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values, there are some important inferences to be drawn regarding the
magnitude of temperature errors which were adopted within the three
altitude intervals. Most noteworthy are the results obtained for the

L1 (0.2), L3 (4.5), and L4 (0.5) locators; here, the VhT (0-90) values

typically exceed the three sets of _h values by a factor of three. In each

instance, the _hT (60-90) error is the major contributor. This suggests
that the value of 7°C adopted as the temperature error between 60 to 90 km
may be too large by a considerable factor, possibly as much as three.

A similar analysis of the _h values with respect to _hT (30-60) suggests
that the value of 4°C adopted between 30 to 60 km may also be too large by

a factor of 1.5 or possibly more. It may also be inferred that the _hT
value of 2°C adopted for the 0 to 30 km interval is possibly too large by a
factor of 1.5.

There are certain inherent limitations to the inferences which can be
made from the available information. The most important question is
whether or not the Vh values derived for the synoptic time series and
space cross-section cases can be regarded as representative. The answer to
this question, which Appendix A discusses in detail, is that these o valuesn
are sufficiently representative to justify the inferences as stated above.

For the 60 to 90 km altitude interval, an extrapolation process of
temperature estimation was developed, whereby the observed 50 km
temperature and the temperature at the highest point in the sounding were
used to estimate the remainder of the temperature profile to 90 kin. Since
the extrapolation process was based upon a limited number of high-altitude
rocket soundings, considerable concern has been expressed that the
temperature errors from 60 to 90 km may be very large and therefore
adversely affect the accuracy of the synthesized radiance profiles and the
derived tangent height statistics. The results presented in Table 18
suggest, however, that the value of 7°C associated with _hT (60-90)
may be too large by a factor of as much as three. This inference is

essentially based upon a comparison of _hT (60-90) values observed
during periods when the natural atmospheric variability is relatively low.
If the _h values used for this comparison are too low, then the inference
is incorrect. There does not appear to be any reason to doubt the general
validity of these values.

Overall, the analysis of temperature error effects has revealed that
they do not unduly influence the tangent height statistics derived from the
set of synthesized radiance profiles in the Part I study. Temperature
errors do not appear to seriously affect the higher values of _h which were

the major factor in determining the data sampling requirements for the
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HDSexperiment. As a result, it was not necessary to modify the data
sampling requirements to compensate for temperature error effects.

lJ_e of synthesized profiles in comparative studies with observed
profiles. -- The results of this preliminary study serve to identify many
of the problems involved in the computation and application of synthesized
radiance profiles. Further study is recommended to develop improved
methods whereby synthesized profiles can be more accurately computed
and more definitive error limits established. This would provide a firm

basis for using such profiles for comparative studies with profilesobserved
by the HDS experiment.

Determination of Diurnal Data Sampling Requirements

The HDS experiment has as one of its objectives the collection of radiance
profile data on such a basis that diurnal effects can be statistically evaluated.
The term diurnal is applied to the daily component of variation in radiance
profiles. Daily changes in solar energy input, resulting from the effect of
the earth's rotation, serve to generate a 24-hour cycle of temperature
variation with the largest magnitude in the tropical zone.

Diurnal temperature variability. -- The first step in determining the
diurnal data sampling requirements was to review information sources re-
lating to the diurnal variability of atmospheric parameter between 30 to 70
km, the portion of the stratosphere and mesosphere which exerts the greatest
relative influence upon 14-to 16-micron radiance profiles. The general nature
of the diurnal temperature component, including amplitude and phase, was
established as a function of altitude, latitude, and time of year (i. e., sol-
stices and equinoxes}. The results of significant studies which have been
made of diurnal temperature variability are summarized in Appendix B

Based upon an evaluation and synthesis of these various theoretical and
empirical study results, a set of curves has been derived which depicts the
amplitude of the diurnal temperature oscillation as a function of altitude
(24 to 90 km), latitude (0,45, and 75°N} and time of year (soltices and equi-
noxes} These curves are shown in Figure 5.

Figure 5 shows the following important features: 1)overall, the amplitude
of diurnal temperature variation is largest near 55 kin; 2) the maximum
value of diurnal temperature amplitude is approximately 7°C, occuring
throughout the year near 55 km in the equatorial region, 3) mean diurnal
temperature amplitude at 45°N is 0.5 to 1.5°C less than that at the equator,
with somewhat higher values occuring at the vernal and autumnal equinoxes;
4} diurnal temperature amplitude at 75°N is considerably less than at lower
latitudes, with extremely large seasonal changes from relative minima at
the solstices to relative maxima at the equinoxes; and 5) the smallest di-
urnal temperature variation occurs in the polar region at the soltices, where
the peak value near 55 km probably does not exceed l°C.

In addition to the amplitude, the phase of the diurnal temperature variation
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is a significant factor affecting the HDS data sampling requirements. Figure
6 presents a curve showing the phase of diurnal temperature variation as a
function of local time, representing an average, representative condition.
This curve indicates a broad plateau of maximum temperature occuring early
to midafternoon, with a broad minimum occurring near 3:00 a.m. local time.
The greatest rates of diurnal temperature increase and decrease are shown
to occur within the two to three hour periods following sunrise and sunset,
respectively. As noted on Figure 6, the phase is expected to vary within
± one to five hours as a function of latitude, altitude, and time of year.

The effect of diurnal temperature variability" upon the determination of
horizon locators. -- A representative number of climatological profiles were
selected to serve as the basis for evaluating the effect of diurnal temperature
variability upon the determination of several recommended horizon locators.

(See Appendix B__...for the detailed description). Since these are significant
latitudinal and seasonal changes in the amplitude of diurnal temperature
variation, the selection of representative cases for this included latitudes
20 °, 45 °, and 75°N, and months near the times of the winter solstice, vernal

equinox, and summer solstice. The sets of diurnally perturbed radiance

profiles were computed with the CORPS program on the basis of the original
temperature data as listed in the Part I report compilation, plus and minus

a series of temperature deviations equal to one-half the diurnal amplitude at
the various altitude levels.

The results of the analysis of locator tangent height deviations attributable

to diurnal temperature variability are presented in Table 9. These results
indicated that a significant diurnal variability in locator tangent heights will
occur in those cases where the maximum amplitude of the diurnal tempera-
ture oscillation exceeds a value of 3.3°C.

It would appear from these results that, at low and mid latitudes, the tangent

height deviations for most locators, attributable to the diurnal cycle of
temperature variation in the stratosphere, lie within the range of 0.50 - 1.00

km throughout most or all of the year. At very high latitude where the
maximum amplitude of diurnal temperature variability is relatively small,
tangent height derivations of 0. 1 - 0.2 km can be normally expected. The

higher values of tangent height derivations at low and mid latitudes are

especially significant since they are comparable in magnitude to the tangent
height standard deviations which occur at locations and during time periods
when the synoptic variability of the atmosphere is relatively low. During

periods of high synoptic variability, the diurnal component of tangent height
variation is relatively small and difficult to isolate, but it should be statis-

tically easier to separate within space/time cells of relatively low synoptic
variability.

Orbit Selection. -- On the basis of the study made of diurnal temperature
variability, the preliminary recommendation was made that a 3 o'clock sun-

synchronous orbit be adopted. This type of orbit provides radiance data

samples at local times spaced 12 hours apart.
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TABLE 9. - DIURNAL RANGE OF LOCATOR

TANGENT HEIGHT, km, ATTRIBUTABLE
TO DIURNAL TEMPERATURE VARIATION

I r,,'ator

,,: (' o)

_,_ (_ o)

_,; io._)

1.2 (0 !'5)

1.2 (o 50)

1,2 (0 30)

I 2 (0 0,;)
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Loeator Profile no.

tangent Month/latitude
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Diurnal
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Mean
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Diurnal
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height
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Maximum amplitude of diurnal temperature variation, °C
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However to evaluate whether a 3 o°clock syn-synchronous orbit can provide
an adequate sampling approach for analyzing the diurnal component of rad-
iance profile variability, comparison was made with a 70 degree inclined
maximum precession orbit. This latter orbit provides a daily shift in the
local times at which samples are taken with a given time/space cell, during
a 28-day map interval the 70 degree inclined orbit essentially provides two
periods of approximately six hours each, wherein the local sampling time
gradually changes.

Figure 7 illustrates the diurnal data coverage which would be obtained within
a typical time/space cell from a 3 o'clock sun-synchronous orbit and a 70°
inclined maximum precession orbit. The total sample of 16 points divides,

in both cases, into two equal clusters of daytime and nighttime data. It is
assumed that the points, as plotted here, represent values from which the
synoptic and seasonal trends have been removed, i.e., the reduced data

from which the diurnal component is to be evaluated. The sun-synchronous

orbit data sample, it may be noted, is highly concentrated with respect to
local time, whereas the 70 ° inclined orbit data are scattered throughout two

6-hour periods. Because of their highly time-concentrated nature, the

synoptic and seasonal components can be more easily and accurately re-
moved from the sun-synchronous profile data. In the case of the 70 ° inclined
orbit data, the local time spread renders the analysis of the diurnal com-
ponent more difficult and less certain, since there is no reliable "anchor

point" for separating the synoptic from the diurnal variance within relatively
small samples from individual time/space cells. Thus, the 70 ° inclined

orbit for a given sample size does not provide better determination of the
amplitude and phase of the diurnal variation, because of the "time smear"
problem.

The sun-synchronous orbit does provide relatively accurate statistics at two

points in local time spaced 12 hours apart. These points can be selected at
the local times which, on the average, correspond to the diurnal maxima
and minima.

Comparison of diurnal covera eo_ined from 3 and 4 o'clock sun-syn-

chronous orbits. -- The study of theoretical and empirical evidence relating
to the diurnal variability of temperature led to the choice of a 3 o'clock local

time as one which would provide daytime near-maxima and nighttime near-

minima and which would generally avoid the problem of skirting near re-

latively sharp sunrise and sunset discontinuities. However, a shift to a

later local time could provide spacecraft design advantages. The diurnal

sampling problem was re-examined, therefore, to determine the annual

latitudinal distribution of night and daytime samples obtained with 3 and 4
o'clock orbits. (See Appendix B for the specific details).

The results of this analysis are as follows. On an annual basis, with the 3
o'clock orbit, 91 percent of the 3: p.m. radiance profiles fall within the day-

light period, and some 72 percent of the 3:00 a.m. profiles occur during
darkness. With the 4 o'clock orbit, these percentages are reduced to 87

and 60 percent, respectively. Another important aspect of the diurnal sam-

pling problem is to define the latitudinal limits within which both day and night
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radiance samples can be obtained concurrently. The shift from a 3 oWclock
to a 4 otclock orbit results, throughout the year, in a loss of 5 to 20 °
latitude within which concurrent diurnal sampling coverage can be obtained;
this loss is least in late February and mid-October and greatest during the
several-week period centered at the summer solstice.

The basic question is how serious are these relative diurnal data losses in-
curred in shifting from a 3 oWclock to a 4 oWclock orbit. These losses must
be regarded as significant, and should be avoided, if at all possible; they
can be reluctantly tolerated, however, if the earlier local time can be shown
to impose inordinately heavy design penalties.
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EFFECTS OF SYSTEM CONSTRAINTS

THE EFFECT OF RANDOM RADIOMETER ERRORS UPON

SAMPLE SIZE REQUIREMENTS FOR HORIZON LOCATORS

Objectives

A preliminary error analysis was made to determine the effect upon the
experiment sampling requirements of random errors associated with the
operation of the radiometer instrument. This effect was appraised in terms
of equivalent tangent height error in 11 recommended horizon locators.
This error, in turn, can be expressed in terms of an additional number of
profile samples which must be taken within each space/time cell to maintain
the same level of confidence as that designated for the no-radiometer-error
case.

The results of this preliminary analysis were used to make working estimate.'
of the additional samples required for radiometer error compensation; th
also provided a basis for the more extensive study of radiometer error
effects, the resuls of which are presented in a subsequent section of this
report. The results of this preliminary analysis and those obtained in the
subsequent analysis are not directly comparable since, in the latter case,
the analysis was aimed at specification of radiometer design requirements an
and at predicting horizon sensor performance.

Approach

The approach which was taken in the preliminary analysis was to compute the
equivalent tangent height error for three representative cases: the mini-
mum, mean, and maximum profiles which were determined by computer
analysis in the Part I study from an extensive series of 839 synoptic profiles.
The three radiance profiles, illustrated in Figure 8, are statistical conglo-
merates. The mean profile consists of mean radiance values determined at
one km tangent height intervals between 0 to 50 km and at 2 and 5 km inter-
vals elsewhere. The maximum (minimum) profile consists of a series of
maximum (minimum) radiance values selected at each designated tangent
height level from the entire set of 839 profiles. It should be pointed out,
therefore, that the three select cases are not necessarily representative of
real profiles, but represent a convenient synthesis of their average and
extreme properties.

Appendix C describes the methods, assumptions and input data involved in
the calculation of _. , the equivalent error standard derivation (ESD) inn
tangent height as a function of aN , the error standard derivation in radianc(

The error analysis was conducted on aparametric basis, covering a range

of error standard deviation in radiance from 0.0001 to 0.1 W/m 2 - sr.
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The locators considered in the analysis included: L1 (3.0), L1 (2.0),

L1 (I.0), L1(0.2), L2 (0.95), L2 (0.50), L2 (0.30), L2 (0.06), L4 (2.5),

L4 (0.5) and L7 (I. 5, 0.75).

Results. -- The results of the error analysis clearly show a wide range
of tangent height ESD's for a given value of radiance ESD in the case of the

mean profile the results for which are illustrated in Figure 9, the tangent
height ESD's vary by a factor of 46 from the least to the most affected 1ocator;
and for the maximum and minimum profiles, the comparable factors are 43

and 41. (See AppendixA.) For the mean profile case, the tangent height error

sensitivity of the 11 locators follows this ascending order:

L44(2.5), LI (3.0), L1 (2.0), L1 (I.0), L4 (0.5), L7, L1 (0.2), L2 (0.50),

L2 (0.30), L2 (0.95), and L2 (.0.06). Approximately the same order applies

to the maximum and minimum profile cases.

Some important implications can be drawn from this parametric analysis

regarding design goals for random radiance error. As pointed out in the
earlier section of this report, "Determination of Data Sampling Requirements

for Additional Locators", the time/space cell sample size can be increased

to compensate for random experimental errors, thereby maintaining an es-

timated uncertainity of_h = 0.5 km at a 95 percent level of confidence.

The scale shown in the lower right corner of Figure 9 shows the additional

number of profiles, AN, required per sampling cell to maintain this level

of confidence.

Application to Data Requirements Definition. -- In other project studies

a 30 value of 0.01W/m 2 - sr was established as the radiometer design

requirement with respect to random error. Based upon this value, a set of

calculations was made to determine the equivalent error standard deviation

in tangent height and AN, the additional samples required (profiles per cell)

to compensate for the error effect. These calculations, which cover II

recommended locators for the mean, minimum and maximum profile cases,

are presented in Table I0. These results, which were used in making the

final determination of the total sampling requirements for the various lo-

cators (discussed later), indicate that all the L2 locators are most affected

by radiometer errors, along with locators L1 (0.2) and LT.

Limitations. -- The mean, maximum, and minimum radiance profiles

used as the basis for this error analysis have important limitations with re-
gard to their representativeness. By making appropriate modifications in

the analysis (described in Appendix C) it was possible to obtain results,
which provided working estimates of the additional data samples required to
compensate for random error effects. However, the results clearly indicated

the advisability of conducting a more comprehensive analysis of radiometer
error effects, one based upon a set of individual radiance profiles. The

results of this subsequent analysis are described in Appendix D.

It is important to point out that, although random error effects can be com-

pensated for by increasing the cell samples, it is undesirable to have any
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sizeable error components in the HDS data sample which could be possibly
eliminated by more exacting design and calibration of the radiometer. The
separation of error variance from the variance of naturaliy occurring
radiance fluctuations, although statisticaIly estimatable, still represents a
difficult, time-consuming and often uncertain process. For this reason,
random radiance errors should be kept to a minimum.

The data requirements as described previously may be difficult to realize
due to system constraints and, therefore, a sampling methodology must be
developed for obtaining as much of the data as possible under these constraints.
The effects of radiometer errors, data collection, attitude control, and

azimuthal sampling will be discussed in the following paragraphs. The re-
commended sampling methodology is described in the final paragraph.
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EFFECTS OF SYSTEM CONSTRAINTS

RADIOMETER ERRORS

Effects of Measurement Errors on Located Horizon Statistics

To obtain estimates of the effects of measurement errors, 120 synthesized

radiance profiles were perturbed by two types of errors, scale and bias,

applied to the body of data in three different ways to simulate radiometer
calibration errors, drift errors, and high frequency (e.g. noise} errors.
For each of these six errors (two types applied three ways) four error values

were used resulting in 24 sets of 120 perturbed profiles. Each of these 24
sets was operated on by eight combinations of locators and input constants

(two input constants for each of locators L1 through L4}.

Over each of the 8 x 24 = 192 sets of located horizons, statistics (mean,

v , spread) were calculated and compared with statistics obtained with zero

error to determine the change in statistics caused by errors. Local ver-
tical statistics were calculated by the method to be explained below.

Local Vertical Considerations. -- Horizon sensors determine local ver-

tical by finding the center of the horizon circle by one of a varied number of

techniques. Single-axis sensors must find two points on the horizon circle
which define a chord length or a diameter. The center of this chord length

or diameter lies in a plane containing the direction which the horizon sensor
indicates is local vertical.

Horizon sensor determine the location of points on the horizon circle by a
number of different techniques similar to the various locators used in HDS,

(ref. 2). For horizon sensors which bisect a chord or a diameter of the
horizon circle, it can be shown that the local vertical direction with respect

to the nadir is given by:

0 = 1/2

and h are located horizon altitudes from the horizon circle and
where hgl g2

p is the distance from the sensor to the horizon, a function of altitude.

If h4 = h4 , then local vertical determined by the horizon sensor is
1 2

aligned to the nadir, or true geometric vertical, which is the desired situa-

tion. This statement applies to a spherical earth only; oblateness effects
are neglected.
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The above expression does not include effects of sensor instrumentation
errors and can thus be thought of as being descriptive of local vertical
behavior for a particular sensor rather than overall accuracy for that sensor.

Local vertical behavior was determined from measured profiles by calculat-
ing located horizons with applicable locators at applicable points on the hori-
zon circle corresponding to the particular sensor being investigated. The
accuracy with which local vertical behavior can be predicted is a function of
the radiometric errors of measurement. To estimate the effects, local
vertical direction with respect to the nadir was calculated from the pertur-
bed synthesized profiles. However, local vertical is dependent on the
horizon circle points used and on the orbit altitude.

The orbit altitude used was the HDS orbit altitude of 500 km, for which the
horizon diameter is_40 great circle degrees. The points on the horizon
circle which were used are on a diameter since this condition was expected
to show the maximum variability in local vertical because of the maximum
geographic separation of located horizons. Then

0 = 1/2 x 0.0225 degrees i% %}

A calculation of the error in local vertical was made according to

A0 = 1/2 x 0.0225 degrees
km {Ah_ 1 - Ah_ 2

and A hs
where Ae is the error in local vertical due to errors Ahsl 2

in located horizons caused by radiometer errors.

For both 0 and A0 , mean, a , and spread was calculated over each set
of locators for each set of perturbed profiles.

Input Profiles. -- Because local vertical statistics were calculated
based on located horizons on the diameter of a 40 great circle degree hori-

zon circle, the input profile locations occur in pairs with each profile in a
pair separated by 40 great circle degrees. Other than this, the criteria for
selecting input profiles were i) use a large enough sample size such that the

resultant statistics would be meaningful, and 2) include at least seasonal
and latitudinal effects since these were the largest effects observed in Part I.
The synoptic body of profiles was used to provide inputs since these contain

the greatest geographic coverage of any of the Part I sets and contain sea-
sonal variability.

All possible pairs of profiles with 40 great circle degree separation were
determined by plotting the synoptic locations on a sphere and using a divider.

The points were plotted to an accuracy of probably ±I/2 to ±i °. Also if two
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points were separated by 40 great circle degrees to within about +2 ° , they
were selected as a pair. Thus, each pair features an actual separation of

between 37 and 43 degrees, but this should be close enough for present pur-

poses. The complete listing of pairs is given in Table II.

From Table II, 15 pairs were selected using the rather arbitrary procedure

of picking every fourth one. The intention was to make a simple selection
and see if the resulting geographic coverage was sufficient. With a few minor
adjustments, the final selection of locations gives the coverage shown in
Figure I0, which illustrates that the complete geographic area of the available

data is covered. Figure II shows the pairs selected. Note that the pairs
selected feature pure latitude variations at upper and lower latitudes, pure

longitude variations, and a number of combinations of latitude/longitude
variations.

Seasonal effects are included by using the locations of Figure I0 for each of
four synoptic dates: 8 April, 12 August, 21 October, and 20 January. Total
sample size is 120 profiles. A complete listing of profile locations, dates,

and ID numbers is given in Appendix E.

Error Types, Magnitudes_and Application. -- Scale errors are expressed
in terms ol radiance magnitude, e.g. radiometer noise equivalent radiance

of X. XXX W]m2-sr , rather than percentage. These two kinds of errors

affect radiance measurements in three different ways, embodying all pre-

viously discussed concepts of accuracy and precision.

The first method of application of error is that the errors are constant in

time, such as calibration errors. When a given radiometer is calibrated,
all of the actual errors, sometimes called non-linearity, offset, etc., are
calibrated out, but a residual calibration uncertainty remains, sometimes

referred to in discussions of accuracy.

By analysis, test, or otherwise, the maximum value of the uncertainty is
known, but within this ± range the actual value of the uncertainty is unknown.
However, the value that existed at the time of calibration remains fixed for

a given instrument. That is, if the calibration radiance is known to within

±i percent, then, for a given calibration the input radiance is somewhere

between 0.99 N and 1.01 N o . Assume that it was 0.995 N O . Then, ao

fixed calibration error of 0. 5 percent did exist which exists for that instru-
ment for all time. These fixed errors would seem to have no effect on

local vertical because they affect all profiles in the same direction and sub-
tract out when differences are taken to find local vertical. However, they

do affect located horizons since they propagate into located horizon errors
as a function of profile shape and magnitude. Then, although the radiometer

error is a constant, the resulting located horizon error is not and local
vertical is affected.

The magnitudes of this error that were investigated were selected to bracket
the expected value of error to be associated with the HDS radiometer calibrati
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Pair no.

2

i0

II

12

13

14

TABLE 11. - PROFILE PAIRS WITH 40 GREAT CIRCLE
DEGREES SEPARATION

Synoptic
profile no.

(a) Pair no.

Synoptic
profile no.

(a)

1

2O

1

33

1
54

2

15

2

31

3

14

3

20

3

35

3
49

4
21

4

36

5
16

5
22

5

33

15

16

17

18

19

2O

21

22

23

24

25

26

27

28

5
28

6
22

6

18

7

55

7

39

7

16

8

40

8

30

9

38

i0

5O

10

56

11
38

12

40

12

51
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TABLE II. - PROFILE PAIRS WITH 40 GREAT CIRCLE
DEGREES SEPARATION - Concluded

Synoptic Synoptic
profile no. profile no.

Pair no. (a) Pair no. (a)

29 13 43 20
43 29

30 13 44 23

53 48

31 13 45 31
26 41

32 14 46 31
45 52

33 14 47 33
52 44

34 14 48 34

28 45

35 15 49 36
46 47

36 15 50 38

49 54

37 16 51 40

35 55

38 17 52 42
23 48

39 18 53 43
42 56

40 19 54 44
25 49

41 20 55 46

46 50

42 20 56 24

26 19

aprofile no. refers to the location numbering system used for synoptic data
locations, reference 14.
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Thus, scale errors of 0.4 percent, 1 percent, 2 percent, and 5 percent and

bias errors (all W/m2-sr) of 0.001, 0. 004, 0.01, and 0.04 were used.
P

The kinds of errors that vary over the period of operation of the devices have
been referred to in discussions of precision, but since in-flight calibration
will be done for the radiometer, this class of errors coming under precision
or accuracy could be discussed further. Since repeated calibration is to be
done, it is the stability of the calibration which is critical; this stability
includes that of the calibration source and that of the radiometer response.

Instabilities are of two kinds, those that fluctuate rapidly like detector or
electronics noise, and those that fluctuate slowly like temperature-caused
drift. Without discussing the specifics of frequency distributions, it is
assumed, for the HDS radiometer application, that a slowly varying error
is one which has a constant magnitude over a single profile measurement,
but which is different for some other profile measurement. A rapidly vary-
ing error is one which changes in ma nitude from point to point on each
profile being measured. Both of these are assumed to have gaussian ampli-
tude distributions. The magnitudes chosen are the same as for calibration
error, all of which are summarized in Appendix E. :

Locator Selection. -- The criteria for selection should be that the ]ocators

studies be representative of horizon sensors and that the body of locators
studied be representative of the type and magnitude of variations expected in
the measured data. For this error study, the located horizon characteris-
tics being considered are limited to mean altitude, standard deviation over
the complete sample, and maximum spread, i. e., the difference between
minimum and maximum located horizon altitude. Thus, the body of locators
to be studied must produce located horizons which cover the range of those
characteristics.

From the Part I study, those locators most applicable to horizon sensors
are L1 through L4, and only these will be considered. For these locators
the range of mean altitude, standard deviation, and spread observed in Part I
is:

Mean altitude 25 km - 55 km

Standard deviation 0.9 km - 4.3 km

Spread 5 km - 20 km

The above values are for a range of L1 through L4 input constants, relative
to estimates of current instrument state of the art, from a factor of two

improvements thereof to a factor of four greater.

The selection process was to determine those locators and input constants
which produced uniformly distributed mean located horizon altitudes over
the range of 25 to 55 kin, and similarly for standard deviation and spread.
Those locators which were common to all three sets were chosen to be
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studied. This process guarantees that the desired range of characteristics
is covered with the minimum number of locators. The values of mean, a,

and spread exhibited by the set of eight locators chosen is

Mean: = 25, 30, 35, 40, 45, 50, 55 km, Figure 12

Standard Deviation: = 1.0, 1.5, 2.0, 2.5, 3.0, 3. 5, 4.5 km

Spread: = 5, 10, 15, 20 km

The eight locators are Ll(2.0), Ll(3.0), L2(0. 15), L2(0.90), L3(4.5),

L3(20.0), L4(2. 5), and L4(10.0).

Tables 12 and 13 show how the locators selected cover the applicable range

of characteristics; Table 19 is organized by values of mean, _ , and spread,
while Table 13 is organized by locator.

Computations. -- Means, standard deviations and maximum spread were

calculated for the following parameters:

hl: Located horizon altitude

Ahl: Difference between located horizon altitude with and without
error

y 0 I : Local vertical direction with respect to nadir, absolute value

I A 0 I : Difference between local vertical directions with and without

errors applied, absolute value

Absolute values of local vertical direction and error were used to eliminate

the dependence of the results on an implied direction of flight or direction
of scan. Maximum spread is the difference between the minimum value and

maximum value of the applicable parameter. The profiles for which the
maximum and minimum values occurred were identified in the output.

Results are summarized in Appendix F (Figures F1 through F12) showing
located horizon and local vertical standard deviation, all as functions of

instrument error. The complete results are given in Appendix G.

Note that the curves are nearly all linear so that the sensitivity of horizon
error to each instrument error can be expressed by a single number, the

approximate slope of the curve. Table 14 gives the sensitivity coefficients
for mean and standard deviation of horizon error, expressed in kin/percent

or kin/0.01 W/m2-sr for scale and bias errors, respectively.
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These horizon errors caused by instrument errors cause a degradation in the
measurement program performance. A measure of program performance is
the confidence level in obtaining a given confidence interval on the estimate
of horizon noise obtained from the measured profiles. In the Part I study,

data sampling requirements were determined which wcxlld produce a 95 per-

cent confidence level of estimating the horizon noise to within +0.5 km.
Because of the added effect of instrument-caused horizon noise, this confi-

dence interval must be reduced, or, alternatively, the number of samples
must be increased.

The analysis given in Appendix D leads to the following equation relating the

parameters of interest.

I
C

I2( 2 211122_ 1 + + m (N-l) k2al 2

a2 ! _2

m (N-l) (1 - P/100)

where

I = confidence interval on the estimate of natural horizon noise
C

= horizon noise in naturea 2

(_1 = instrument-caused horizon noise

m = number of time cells

N = number of samples per time-space cell

k = fractional uncertainty in the estimate of a 1"

The approach taken here is to allow the confidence level to decrease to 90

percent from 95 percent rather than to increase the sample size. The
resultant allowable instrument-caused horizon error is determined from

Figure 13 which shows the confidence level, P, versus instrument-caused

error, a 1' for various values of horizon noise, a 2" and k, the frac-

tional uncertainty in a 1" At the 90 percent confidence level, the following

instrument-caused errors are allowable:
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a 1 = o. 3 km +31.6 percent; 0.34 km +20 percent;

0.38 km +10 percent; 4 km ±0 percent

To simplify the radiometer design problem, both the allowable error and its
uncertainty should be made as large as possible. However, as the allowable
error increases, the allowable uncertainty decreases, necessitating a com-
promise. The combination selected as being a reasonable compromise is an

instrument-caused error, a 1' of 0.34 km known to within ±20 percent.

The allowable values of each of the six radiometer errors are those values

which produce a horizon error not exceeding 0.34 km.

Using the sensitivity coefficients of Table 14, the locator exhibiting the
maximum sensitivity for each error was constrained to produce a horizon

of 0.34/6_ in order to guarantee that the rss of the six errors diderror

not exceed 0.34 km.

Since a given locator exhibits high sensitivity to one kind of error and low
sensitivity to another, the approach described above led to a root sum square
horizon error considerably lower than the maximum allowable 0.34 km.
Adjustments were made in the errors known to cause difficulty in the
radiometer design process (bias calibration and drift) to relieve the require-
ments and remain with the allowable 0.34 km error.

The resulting allowable radiometer errors and the resultant root-sum-
square-horizon standard deviation and overall mean error are shown in
Table 15. These results are based on the time and space cells previously
defined.

The significance of this table is that the radiometer errors become radiometer
specifications, defining the maximum allowable scale and bias errors for
calibration drift and noise. For clarity they are given here:

Scale calibration 0.3 percent

Scale drift 0.72 percent

Scale noise 0.27 percent

Bias calibration 0.01 W/m2-sr

Bias drift 0.01 W/m2-sr

Bias noise 0.01 W]m2-sr
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TABLE 14. - SENSITIVITY COEFFICIENTS

Standard
Deviation

L1 (2, 0)

L1 (3, 0)

L2 (0° 15)

L2 (0°9}

L3 (4°5)

L3 (20)

L4 (2° 5)

L4 (10)

Mean Erro_

L1 (2.0)

LI (3, 0)

L2 (0. 15)

L2 (0° 9)

L3 (4,5)

L3 (20)

L4 (2° 5)

L4 (I0)

Cal.

.02

•04

0

0

006

008

0

0

.12

.15

0

0

.06

.09

0

0

Scale, km]percent

I Drift

.13

• 18

0

0

.07

.10

0

0

-.02

.03

0

0

- . 007

- .01

0

0

Noise

• 10

.13

.08

.48

• 026

Bias, km]0.01 W/m2-sr

Cal.

.01

.015

.02

• 002

.06

Drift

.06

.05

.09

.008

.04

Noise

.05

.05

.08

. 10

.15

.023

.06

.08

. OO4

• 004

• 116

• 625

.004

0

. 12

. 19

.27

• 04

.02

.O6

.05

.09

.008

.41

.18

.21

.10

.19

.22

. 10

-.006

•006

-.01

-.001

-. 038

-.018

-.02

-.01

• 053

.07

.03

-.01

-.008

-.029

-.077

-.006

-.003

-.02

-.03
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DATA COLLECTION EFFECTS

The data collection effects are catagorized as data collection effects and
data handling effects. The first effect relates to telemetry coverage and
spacecraft storage capability constraints while the later relates primarily
to profile acquisition rates. The subjects are treated in the following
paragraphs.

Orbital Data Collection Effects

Recent studies have shown that there will be an intermittent gap in the data
telemetry coverage from the HDS satellite. It has been estimated that over
a 28-day map period there are nine occasions, on the average, when the
data cannot be telemetered on an every-orbit basis, so that a two-orbit
interval of time elapses between data transmission. This telemetry gap,
which affects about two percent of the total number of orbits, is a narrow
global band some 7 ° longitude wide which extends sinusoidally around the
globe, passing over northern Greenland and over the Antarctic south of
Australia, as shown in Figure 14. The tlemetry gap, strictly speaking,
extends only over some 80 percent of an orbit, but will be treated here, for
convenience, as a one-orbit gap. The question has been raised as to whether
this gap seriously affects the data sample and, if so, how the sampling me-
thodology should be modified.

The problem can be approached by first defining the longitudinal dimension
of affected space cells for the L4(2.5) and Ll(3.0) locators, since these
locators represent the two extremes used in defining the overall data sam-
pling requirements. Inspection of maps outlining the no-telemetry band
and the space cell distribution for these two locators reveals that the affec-
ted space cells have the longitudinal dimensions shown in Table 16.

TABLE 16. - LONGITUDINAL DIMENSIONS OF SPACE CELLS
AFFECTED BY THE TELEMETRY GAP

Latitude interval, deg

Locator

L4(2.5) LI(3.0)

long. E long.W long. E

30

30

40

20

20

20

20

20

45

15

15

40

20

20

20

20

20

45

.W long.

30

30

15

15

10

10

10

10

20

0-i0

10-20

20-30

30 -40

40-50

50 -60

60-70

70 -80

80-82.6
I

15

15

20

20

15

15

15

15

20
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The next step in the analysis is to determine the expected number of satel-
lite intercepts, per map period, within a given longitude interval. This
can be estimated, for a sufficiently long period of time (i. e., 28 days), by
multiplying the number of orbits (429) by the ratio N°]360 °, where N is
the longitude interval. If both satellite up-passes and down-passes are
considered, the number of intercepts is doubled. The following set of values
is thereby obtained.

Cell

Long. dimension, deg

10

15

20

30

45

Expected number of satellite intercepts

Down-passes Up-passes

12

18

24

36

54

12

18

24

36

54

Total

24

36

48

72

108

Now, if the telemetry gap is associated with a satellite which cannot make
contact with a ground station after one orbit during its night-side down-pass
in the Western Hemisphere, then nine night-time down-passes are lost per
28-day map period. The following table shows the effect of these telemetry
losses.

Expected number of satellite intercepts,
considering losses

Up-passes

Cell

Long. dimension Down-passes Total passes

Overall

decrease

10

15

20

30

45

3

9

15

27

45

12

18

24

36

54

15

27

39

63

99

38

25

19

13

8

It is obvious, from the above table, that the telemetry gap most seriously
affects those cells with small longitudinal dimensions. The overall sample
(for a given data acquisition rate) is not only considerably reduced within
an individual cell, but the balance of night and daytime data to be used for
the analysis of diurnal variations is drastically changed for an affected
cell in either hemisphere. It must be pointed out, however, that the smaller
the longitude dimension, the greater the number of space cells there are
within the particular latitude interval. If the worst case is considered, the
space cells defined for locator Ll(3.0) between 40 to 80 ° latitude, 38 percent
of the data would be lost in each affected Western Hemisphere cell and 25

percent in each Eastern Hemisphere cell. However, within a particular
latitude interval, the affected cells would only represent two out of the 30

cells extending around the globe.
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Now that the data losses due to the telemetry gap have been defined, the

next step is to consider possible ways in which the sampling methodology

might be modified to lessen the effect of such losses upon the experiment.

One suggested approach is to spread the data losses over two orbits by
temporarily using one-half the normal data acquisition rate to remain
within the nominal one-orbit data memory capacity. Thus, the losses due

to telemetry gaps could be spread over twice as many space cells (roughly
speaking, since successive orbits are displaced 23 1]2 ° longitude, and, in
the case of the 30 ° and 45 ° longitude cells, the same cell might be sampled
in successive orbits), and the percent data loss could be reduced by one-
half within individual cells.

_A second approach would be to restrict the data losses during the two-orbit
period entirely to the summer hemisphere. Thus, data would be acquired

at the normal rate over the winter hemisphere during the two half-orbits,
with collection suspended over the summer hemisphere. The winter period
is defined here as the half year extending from October to March and the
summer period from April to September. This represents the simplest

methodology. A more elaborate scheme would involve defining the winter
and summer as shorter periods (3 to 4 months) during which time sampling

would be confined to the winter hemisphere. During the transitional spring
and autumn periods, the sampling rates could be equally reduced over both
hemispheres.

A third approach would be to adjust the data acquisition rates on several
prior and subsequent orbits to compensate on a broader basis for data

losses in the more critically affected space cells, i.e., the i0 ° and 15 °
longitude requirements for the various time/space cells as a function of

their sensitivity to telemetry losses (by scaling them upward or downward
in such a way as to maintain the same total sample/orbit capability).

.4 fourth possibility would be to merely accept the loss of sample data over

one entire meridional band of space cells. This approach could take either
of two forms: i) collect the complete orbital data sample prior to the
telemetry gap and then suspend data acquisition during the subsequent orbit;

or 2) suspend data collection in the orbit prior to the telemetry gap and then
resume data collection on the following orbit. A combination of (i) and (2)
also represents another logical alternative, which resembles the first

approach in terms of its net effect upon the data sample.

Whichever of the above approaches (or combination thereof) is adopted, some
penalty must be paid because of the telemetry gap problem. It must be
pointed out, however, that the level of confidence with which the data samples

can be analyzed is not unduly sensitive to decreases in sample size (for

example, a 17 percent reduction in the data sample size only reduces the
level of confidence from 95 to 94 percent). The problem of telemetry gap
data losses must, therefore, be kept in the proper context; it is a significant

but not a critical problem area. It is premature at this time to specify in
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exact terms how the telemetry gap problem should be handled; the experiment
design(and spacecraft command capability) should be sufficiently flexible to
provide a number of operationally implementable alternatives. The plan,
at this time, would be to adopt the second approach described above, and to
confine the data losses exclusively to the summer hemisphere during April
to September. This approach is consistent with that taken in handling the

problem of intermittant orbital periods of no-data collection whenever atti-

tude-error and spin-rate correction are applied.

Data Handling Effects --

The MISER F model has been used to determine the expected coverage of
"engineering" data cells within a 28-day map period from a 500 km sun-

synchronous orbit. Four different profile acquisition rates were considered,
ranging from 0.25 to 0.40 profiles/rain. The MISER F results, shown in
Table 17 serve to confirm what has been assumed in earlier studies of con-

stant versus variable data acquisition rates: that a smooth, consistent pat-

tern of global data coverage was obtainable from a sun-synchronous orbit

during a 28-day period.

The results in Table 17 shows that a constant profile acquisition rate of 0.30/

rain would provide data cell coverage which is slightly in excess of the nom-

inal data requirements between 30 to 80 ° latitude and greatly in excess at
other latitudes. For a spacecraft rotation of 3 rpm, this acquisition rate

means that only every 10th profile would have to be selected to satisfy the
nominal requirements. If variable data acquisition rates are considered, then
a rate of 0.20/rain between 0 ° to 30 ° latitude would be more than adequate;

this would mean that only every 15th profile would have to be selected within
this latitude interval to avoid much of the data redundancy.

The MISER F model has been used to determine the expected coverage of

data cells within a 28-day map period from a 500 kin, sun-synchronous
orbit. Four different data acquisition rates were considerea, ranging from
0.25 to 0.40 profiles/min. The results of this study show that: 1) a smooth,

consistent pattern of global data coverage is obtainable from this type of or-
bit; and 2) data acquisition rates of 0.20/min between 0° to 30 ° latitude and
0. 30/min between 30 to 90 ° latitude are adequate for satisfying the data

requirements.

Data Collection Effects on Sampling Requirements

A final step in the analysis was to consider the additional samples required
to compensate for data losses resulting from telemetry gaps, garbled trans-

missions, and other forms of operational degradation. The best available
estimate is that such losses will be approximately five percent of the total

data sample. A multiplicative factor of 1.05 was applied, therefore, to the

sampling requirements listed in Table 6 after they had been adjusted upward
to compensate for random radiometer errors. Table 18 lists the data sam-
pling requirements for the various locators which result when errors and
losses are both taken into account.
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TABLE 17.

Latitude, °N or°S

0-10 (30 ° long)

0-i0 (15 ° long)

10-20 (30 ° long)

10-20 (15 ° long)

- RESULTS OF MISER F ANALYSIS OF DATA COVERAGE
FROM A 270 N. MI. SUN-SYNCHRONOUS ORBIT

20-25

25-30

30-35

35-40

40-45

45-50

50-55

55-60

60-70

70-80

80-90

aExtrapolated values

"Engineering" Number of profiles per orbit obtained
data requirement, at indicated acquisition rate, min -I
profiles per
space/time cell 0. 20 0.25 0. 30 0. 35 0.40

(a)
16 37 47 56 56 56

(b) (b)

16 18 23 28 32 37

16 37 47 56 _ (5_
16 18 23 28 32 37

IG 25 3_ 37 43 50
16 25 31 37 44 50
16 12 15 18 22 25

16 12 15 18 22 25
16 12 _5 18 22 25
16 12 _5 19 22 25
_6 12 15 19 22 25
16 13 16 _9 22 25
38 26 32 39 45 52

38 29 36 44 51 56
(b)

38 37 47 56 _b_ _)

bThese numbers are limited to 56, since MISER F programs ignore values

in excess of 2 profiles/cell/day.

66



Z

_0

_DZ _

_000

I

m

A
o

e-

-I

e,i

e,l _ o

.5

i

=

o

67



ATTITUDE CONTROL EFFECTS

An attitude control analysis determined that spin-rate and attitude-error cor-
rections for the HDS satellite are required every five days and can be per-
formed concurrently. Spin-rate correction requires a quarter-orbit period
centered over either the south or north magnetic pole. Attitude-error cor-
rection requires a half-orbit period which must include one magnetic pole and

one magnetic equator. During these correction periods, experiment data col-
lection must be suspended. A basic question, then, is how these corrections
can be best incorporated into the mission profile to minimize the effect of

intermittent data losses upon the total experiment.

The preferred approach would appear to be one whereby the attitude error
correction is applied during a half-orbit period extending from magnetic

equator to magnetic equator, with the spin-rate correction being applied dur-
ing the middle of this period when the satellite is near the magnetic pole. An
alternate approach would be to apply these corrections during a half-orbit

period extending from 1/8 orbit before (or after) passage at one magnetic
pole to 1/8 orbit before (or after) passage at the opposite pole.

The first approach is preferred for two basic reasons. One, the data losses
can be confined to either the Northern or Southern Hemisphere (roughly
speaking, since the magnetic poles are both located near 70 ° latitude) during

those half-year intervals when the variability of radiance profiles is at a
minimum. It was shown in the Part I study, from the analysis of standard
deviations in tangent height for locators, L1(3.0) and L4(2.5), that there are

two distinct half-year intervals when the variability is either rather high or
low. It would appear, from these results, that the spin-rate and attitude cor-

rections should be applied over the Northern Hemisphere during the months
April through September and over the Southern Hemisphere during October

through March. This approach would not only provide an advantage to the
overall data sample but would also avoid the loss of critical data during

stratospheric warmings and other important synoptic situations which gener-
ally occur during the winter half of the year.

Another reason for favoring the first approach is that it equalizes the loss of

day and night data samples since the period of spin-rate and attitude correc-

tions is (broadly speaking) divided between 3:00 a.m. and p.m. local times.

With the other approach, the data losses would be mostly concentrated within

either a daytime or nighttime period, and this imbalance would have some

effect upon the analysis of diurnal variability in the radiance profiles.
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SAMPLING AZIMUTH EFFECTS

As currently configured, the radiometer will only scan within the orbit plane.
For the 3 o'clock sun-synchronous orbit, which has an inclination of 97. 38 °,
the scan directions with respect to earth coordinates are essentially meridi-
onal over low and mid latitudes, although the scan directions become in_
creasingly zonal at high latitudes. As shown by the Part I study results,
(ref 3, ) the sampling azimuth has an important influence upon the radiance
profile; two different viewing paths into the same space cell will reflect what-
ever differences are present in the atmospheric conditions along each path.
Sampling in opposite directions along the same meridian can produce signifi-
cant differences in the radiance profiles assigned to the same space cell at
the low altitude. The constraint imposed upon the experiment by scanning
only within the orbit plane could therefore be a significant one, particularly
with regard to the diurnal sampling. The uncertainty, _ , is increased by
approximately 5 percent at tangent heights below 40 kin.

The orbit, as currently defined for the HDS mission, is one wherein the
satellite traverses the night (or 3:00 a. m. ) side of the earth moving south
from the north polar region. Thus, in the Northern Hemisphere the viewing
path of the radiometer is, by and large, southward in the direction of the
equator. During the Northern Hemisphere fall, winter, and spring seasons,
the radiance values measured along the night-side viewing path will generally
be higher (especially in winter) than those which would be obtained from the
opposite direction of scan. During the Northern Hemisphere summer, the
nighttime radiance values would be slightly lower because of the general
temperature (and radiance) gradient reversal at stratospheric and meso-
spheric levels between the polar and equatorial regions.

On the other hand, during the daylight (or 3:00 p. m. ) side of the orbit in the
Northern Hemisphere, the viewing path will be northward toward the polar
region. During the Northern Hemisphere fall, winter, and spring seasons,
the radiance values measured along the day-side viewing path will be gener-
ally lower (especially in winter) than those which would result from south-
looking scans. During the Northern Hemisphere summer, the northward-
scanned, daytime radiance values would be slightly higher. The overall re-
sult, then, is to obtain, during three seasons of the year, Northern Hemi-
sphere nighttime radiance values which are systematically too high and day-
time values which are too low; the diurnal differences in radiance are sup-
pressed, therefore, by the effects of differences in scan direction. In the
Northern Hemisphere summer, the diurnal differences are exaggerated by
the azimuth direction effects.

For the Southern Hemisphere portion of the orbit, analogous reasoning leads
to a reverse result, since the nighttime scans are poleward and daytime
scans are equatorward. Thus, during Southern Hemisphere fall, winter, and
autumn, the nighttime radiance values will be generally lower, and the day-
time values higher, as a result of the differences in scan directions. The
diurnal differences in radiance are exaggerated, therefore, during three
Southern Hemisphere seasons and suppressed during the Southern Hemisphere
summer.
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TABLE 19. - AZIMUTHAL SAMPLING EFFECTS UPON DETERMINATION
OF DIURNAL (DAY/NIGHT) DIFFERENCES

Hemisphere

Northern

Southern

Fall

Too

low

Too

high

Hemispheric season

Winter

Too

low

Too

low

Spring

Too

low

Too

high

Summer

Too

high

Too

high

radiance is such that suitable Northern Hemisphere and Southern Hemisphere

pairs cannot be found which will serve to average out the azimuthal sampling
effect for summer and winter time cells. For summer time cells, the

diurnal differences measured from the day/night subsamples are consistently

too low in both hemispheres; for winter time cells, the diurnal differences

are consistently too high. Simple averaging out of opposite hemispheric ef-

fects will not work, therefore, in these two seasons.

One straightforward solution to the general problem would be to orbit two

HDS satellites concurrently in essentially the same sun-synchronous orbit

but travelling in opposite directions (this approach would have other advan-

tages over and above that of statistical separation of azimuthal and diurnal

effects). Another solution would be to make up radiometricup-scans as well as
down-scans so as to obtain two continuous sets of data at viewing angles 180 °

apart. There are problems involved in comparing up- and down-scans. For

the purposes of diurnal effects analysis, these problems may be relatively

insignificant. Further studies of statistical techniques for treating the

diurnal samples may yield a simple, reliable solution. It is apparent how-

ever, that further study must be directed toward this important problem

area.
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When viewed collectively for both hemispheres, the azimuth sampling pro-

blem appears to be one which can, to a large extent, be adequately handled in
the statistical analysis of diurnal radiance variations. This is especially
true at lower latitudes, where the diurnal component of radiance variation is

largest and where the synoptic variability is sufficiently low so as to permit
some reasonable approximations to be made in the analytical treatment.

To illustrate how the statistical separation of azimuth sampling and diurnal

effects can be approached at low latitudes, consider the following case in-

volving space cells within ± i0 ° of the equator during a 28-day time cell

period in Northern Hemisphere spring (Southern Hemisphere autumn). All

profiles occurring within the 0 to 10° N latitude interval would be separated

into a set of day and night subsamples; the samples between 0 to 10° S

latitude would be similarly treated. It can be reasonably assumed, for this

long a time period, that the effect of synoptic variations within each set

would cancel out and no longer be reflected in the differences measured

between the day and night subsamples. In the case of the 0 to I0 ° N day/

night subsample differences, the azimuthal sampling effect would suppress

the diurnal difference; the 0 to i0° S subsample differences would reflect an

additive azimuthal effect. By averaging the two sets of day/night subsample

differences, the azimuthal effect can be largely eliminated. In this illustra-

tive case, it was assumed that the Northern Hemisphere underestimate of

diurnal differences in the spring was largely compensated for by the Southern

Hemisphere overestimate of diurnal differences in the autumn.

The above example represents the simplest case, since the diurnal data

samples are drawn from adjacent latitudinal zones in the tropics where the

synoptic variability is relatively low. For this reason, the same time cell

was used for the Northern Hemisphere and Southern Hemisphere day/night

subsamples, since the differencebetween Northern Hemisphere spring and

Southern Hemisphere autumn are relatively insignificant. At higher latitudes,

however, the separation of the azimuthal sampling effect from the diurnal

variational component is a more formidable problem. Furthermore, the

statistical separation problem is more difficult in the case of winter and

summer time cells because of the general summer reversal which takes place

in the pole-equator radiance gradient (viewed broadly with respect to the

range of 30 to 60 km tangent heights which is of main interest). These pro-
blems are discussed further below.

At higher latitudes, the" statistical separation of azimuthal sampling effects

from the diurnal variation component can be performed, in the case of spring

and autumn time cells, by pairing sets of day/night subsamples from each

hemisphere which apply to the same latitude interval (e. g. , 50 to 60°) and to

the same hemispheric season. Thus, one set of diurnal subsample differ-

ences will be displaced 6 months in time from the other. Further study is

required to examine the problem of spatial and temporal correlations for

data sets with such large latitudinal and time displacements.

In the case of winter and summer time cells, the statistical separation pro-

blem is considerably more difficult. As shown in Table 19, the combined
effect of the orbit characteristics and the seasonal gradients in pole-equator
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DEFINITION OF EXPERIMENT SAMPLING METHODOLOGY

Development of a recommended data sampling methodology had as its

objective a system which would be operationally simple and readily imple-
mentable by the data handling subsystem. No attempt was made, therefore,
to achieve an abstract level of optimization; instead, the approach was di-

rected toward practical realization of a basic sampling methodology which

could be occasionally modified to account for various special situations by

means of the command subsystem. Thus, the acquisition rates could be

greatly increased over areas where meteorologically significant conditions
are occurring, such as stratospheric warming. This type of experimental

adaptability and flexibility would appear to be highly desirable.

The starting point for this study was an examination of the profile acquisition

rates (profiles/rain) needed to satisfy the error and loss compensated set of

data-sampling requirements. Table 20 lists these rates for the ii locators
in terms of i0° latitude intervals. These rates cover a range from 0. 127

to 3. 473 profiles/min. Since the nominal rotation rate of the spacecraft is

3 rpm, it is immediately obvious that a single, passive radiometer operating

only in the down-scanning mode cannot completely satisfy the El (3.0) data-

sampling requirement between 60 to 80 ° latitude at the desired 95 percent

level of confidence.

The implications of very low data acquisition rates must also be carefully
examined to avoid too large a space interval between successive samples.
At a rate of 0. 127 profiles/rain, the satellite, with its ground speed of

slightly more than 4 ° latitude/rain, would traverse a distance of 32 ° latitude
between profile acquisitions. This separation distance is viewed as too
large, even though it has been shown (by recent MISER F computer studies

of data coverage from a 270-n. mi. sun-synchronous orbit) that even cover-

age of all space cells is attainable within a 28-day map period with data-
acquisition rates as low as 0.25 profiles/min. A rate of 0. 127 profiles/min

may also satisfy the data requirements for the Fourier time series analysis.
Nevertheless, the separation distance should probably not exceed i0 ° lati-
tude; otherwise, there would not be a satisfactory basis for studying small-

scale time/space correlations between successive radiance profiles and for

making detailed error analyses along individual orbits. For this reason, a
minimum profile acquisition rate of 0. 375 profile/min was adopted, even
though this rate does provide 28-day data samples in low-latitude cells which

are considerably in excess of the stipulated requirements for Fourier time
series analysis at the 95 percent confidence level.

The choice of data-acquisition rates has been restricted, therefore, to a

range of 0.375 to 3.0 profiles/rain. In addition, selection of specific rates

has been limited to the following fractions of the maximum profile acquisi-
tionrate: i/8, 1/7, 1/6, i/5, i/4, i/3, i/2, and i/i (corresponding to

rates of 0.375, 0.429, 0. 50, 0. 60, 0. 75, 1. 0, 1. 5, and 3. 0 profiles/min).

The use of these fractions serves to provide even spacing between samples

acquired at a given rate and also simplifies the mechanization of the data
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handling subsystem. The use of fractions such as 2/7 or 5/13 would not

provide these decisive advantages, although they could provide a nominally
closer fit of measured to required numbers of profiles.

By examining Table 20 in terms of the data-acquisition rates listed above, it
is obvious that a large number of possible combinations of rates can con-
ceivably be employed. For example, one constant rate can be selected for
the entire orbit, or the rate can be varied at i0 ° latitude intervals. At this

stage in the study program, it is largely a n_atter of judgment as to which
rate combination should be selected. Table 21 lists three possible rate com-

binations which could be applied to three levels of cumulative data-sampling
requirements (at the 95-percent confidence level). The use of the "+" nota-
tion on the locator identifiers indicates that the requirements for certain

other locators have been completely subsumed. At the low end of the cumu-
lative requirements spectrum, a constant sampling rate of 0. 375 profiles/

rain appears to offer a feasible approach. This rate provides a sample
excess of 62 percent with respect to the cumulative requirement L2
(0.95) +. This data excess, it must be pointed out, is with regard to the 95

percent confidence level. Such data are not wasted, however, since they can
be used to analyze the three designated locators at levels of confidence above
95 percent and to analyze the other locators with nominally higher require-
ments at levels of confidence below 95 percent.

For the intermediate data requirement level, L2 (0. 50) +, two different

acquisition rates have been selected. The lower rate serves to reduce the
data excess between latitudes 0 to 30 ° . At the highest cumulative require-

ment level LI (3.0) + three acquisition rates are used in order to scale
the measured samples down closer to those required over the latitude inter-
vals 0 to 30 °, 30 to 50 _, and 50 to 82. 6 ° . The variable acquisition rate

approach provides a relatively simple but effective data-sampling methodol-

ogy. The variable data-acquisition rates considered above only differ by
integral multiples and should be readily mechanizable by a preprogrammed
switching sequence (possibly with periodic resetting by ground command).
Also to be considered, for intermediate and highest level data requirements,

is the possibility of varying the acquisition rate as a function of season.
Thus, during Northern Hemisphere winter and Southern Hemisphere summer
(and vice versa) the data-acquisition rate could be increased during the winter

half-orbit, possibly at the expense of a lower rate within the summer half-

orbit. During the transitional spring-autumn seasons, the acquisition rate
could be kept constant throughout the entire orbit.

The total one-year samples obtained by the three data-acquisition schemes
outlined above range from 196 586 to 912 702 profiles. For the intermediate
requirement level, 336 570 profiles are obtained; this total sample would

permit seven of the 11 locators to be analyzed over all latitude intervals at a
confidence level of at least 95 percent.

The average radiometer data-acquisition rates, in terms of profiles per
orbit, for the three sampling schemes described above are 35.25, 60.35,

and 163.28. If an allowance of 5540 bits/profile is made for the radiometric
data sample and if an allowance of 100 000 bits/orbit is made for the attitude
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TABLE 21. - POSSIBLE COMBINATIONS OF
PROFILE ACQUISITION RATES
NEEDED TO SATISFY CUMULATIVE
DATA SAMPLING REQUIREMENTS,
ERROR AND LOSS COMPENSATED

Cumulative locator identifiers

Latitude

interval, deg

0-10

10-20

20-30

30- 40

40-50

50-60

60-70

70-80

80- 62.6

TOTALS:

Globe -
1 time cell

Globe -

13 time cells

Excess percent

Profile

acquisition

rate.
prof/min

I.,2 (0. 95) +

{b)

L.2 (0. 50) +

(c)

Profile Profile

No, of samples acquisi_on No. of samples acquisi_on

[ r.t, iMeasured Required prof/rain Measured Required prof/rain

843 327 0.429 963 397 0,600

846 327 0.429 976 39V 0.600

853 34R 0.429 975 91V O. 900

859 692 0. V50 i 718 1 442 I. 00

865 692 O. 750 1 731 1 388 1. O0

8V5 692 0.750 1 751 1 033 3. O0

891 519 0.750 1 783 1 519 3, O0

9V5 718 0.750 i 950 1 871 3.00

554 353 0.750 I I07 904 3.00

7 561 4 666

0. 375

0.3V5

0. 375

0. 3V 5

0. 375

0. 375

0. 375

0. 375

0. 375

15 122 9 332

196 586 121 316

62

LI (3. O) +

(d)

No. of samples

Measured I Required

1 349 574

1 354 574

1 364 I 235

2 291 1 442

2 308 2 23V

7 002 4 127

7 131 8 255

7 800 8 633

4 428 2 680

12 945 9 868

25 890 19 736

336 570 256 368

35 027 29 757

70 054 59 514

910 702 773 682

18

a Based upon a 95 percent confidence level

b L2 (0.95) + subsumes LA (0.5), 1.2 (0. 95)

c L.R ,t0.5) + subsumes L2 (0.95)° + L2 (0.06), 1.2 (0.3), L1 (0.2)

d L1 (3.0) + subsumes 1.2 (0.5), + L7. L1 (1.0), LI (2.0)
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determination and spacecraft status data, then the total required memory
capacities for the three sampling schemes are 295 285 bits/orbit for L2
(0.95) +; 434 339 for L2 (0. 50) +; and 1 004 571 for LI (3.0) +. These
values are all within the range of feasibility for solid-core memories as
shown by other Part II project studies.

Further analysis of the sampling methodology problem was based upon an
examination of the sensitivity of the 95 percent confidence level to changes in
the number of profiles acquired for the various space-cell distributions. It
can be shown (ref. 3) that the confidence interval on _ (the measure of un-
certainty in the statistical analysis of a cell sample) is given by the following
expression:

I c

- -]1/2 1/2

: i- _ i - - 2= _%/ ) l-P/100) m (N-l) (I-P/100)

where Ic is the confidence interval, o the sample estimate of a (the true

standard deviation), m the number of time cells, N the number of samples

per ceil, and P the percent Ievel of confidence. It is obvious, for a given

value of Ic, that P decreases as (N-l) decreases. If, for example, the

value of (N-l) associated with P = 95 percent decreases to (N-l) /2, then

P decreases to 90 percent (for a constant Ic). The foIiowing table lists

some representative multiples of (N-l) versus percent confidence levels:

(N-l) multiple Percent level of confidence

5 99
2 97.5
1 95
0. 67 92. 5
0. 5 90
0. 33 85
0.25 80

It is apparent, from these values, that the cell sample can be considerably
reduced and a useful level of confidence will still be obtained. A 95 percent

ievel of confidence is generally regarded as very good (and is the level
adopted in the statistical design of many experiments), a 90 percent level
can be regarded as good, 85 percent as fair and 80 percent (or even lower)
as still useful. The assignment of these adj'ectival descriptors is essentially
a matter of opinion which reflects the degree of caleuiated risk which the
experimenter is willing to accept that the eventual statements concerning the
statistical results are indeed correct. At the 95 percent level of confidence,
the odds of being correct regarding the statistical properties of an individual
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timeispace cell are 19 to I; at 90 percent, 9 to 1; at 80 percent, 4 to 1; at
50 percent, 1 to 1, or even odds. At this point, the problem changes from

one of statistical definition to one of decision making regarding the acceptance

of given levels of calculated risk for the many hundreds to time/space cells
which constitute the basic HDS experiment. Game theory and value theory

can be profitably applied to this decision-making process; this lies outside the
scope of this present study but clearly represents an area of further investi-

gation. It should be possible to establish a value function for the different
levels of statistical confidence which could be selected for the HDS experi-

ment and thereby provide the basis for trading off experiment value versus

system cost.

In the present instance, it is worthwhile to examine possible compromises in

confidence level at the high requirement end of the HDS experiment, i.e., as

defined by the L7, L1 (i.0), L1 (2.0), and Ll (3.0) locators. As shown in

Table 21, the El (3.0) + sample is approximately three times as large as

the L2 (0. 50) + sample. If a level of confidence of at least 95 percent is

provided for all Ii locators, this results in extremely high confidence levels

for locators such as L2 (0.95) and L4 (0. 5) at the lower end of the require-

ments spectrum. However, if the confidence levels at the high-requirement
end can be relaxed so as to still achieve at least a fair to good level of

confidence, then a very considerable reduction can be made in the total

sampling requirement and data-acquisition rates for all 11 locators.

The sampling problem was re-examined, therefore, in terms of providing a
reasonable compromise which would attain a 95 percent level of confidence
for most locators, but which could be relaxed in a relatively few instances to

values of 90 and 85 percent confidence. The results of this analysis, which
was necessarily conducted on a qualitative basis, led to the formulation of
the recommended sampling methodology outlined in Table 22. Three data-
acquisition rates were selected: 0.429 profiles/rain from 0 to 30 ° latitude,

0.750 profiles/min from 30 to 60 ° , and 1.00 profiles/min from 60 to 82. 6 ° .

The total one-year data sample collectable at the_e rates amounts to 378 508
profiles a value which includes an overall loss allowance factor of five

percent. The useful sample, then, would constitute 360 484 profiles.

The levels of confidence attainable in analyzing the cell samples with the
recommended methodology are shown in Table 23 as a function of I0 ° lati-
tude intervals. These results indicate that a confidence level of at least 98

percent can be achieved for three locators, of at least 95 percent for seven
locators, of at least 89 percent for i0 locators, and at least 82 percent for
all ii locators. Over the latitude range 0 to 50 ° , the confidence levels for

alllocators exceed 93 percent. These results are regarded as quite satis-

factory, overall, since the L1 (3.0) locator has a very demanding set of
data-sampling requirements when considered exclusively at the 95 percent
confidence level.

The average number of profile samples acquired per orbit with the recom-
mended sampling methodology is 67.88. Based upon an allowance of 5540

bits/profile for the radiometric data, and I00 000 bits/orbit for the attitude
determination and spacecraft status data, a total memory capacity of 476 055
bits/orbit would be required, a value well within the limits of feasibility for

solid-core memories.
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The results of the various studies described above represent a preliminary

attempt to size the experiment in such terms as to provide a reasonable basi._
for potential application to a large number of horizon locators. For conve-
nience, attention has been limited to ii locators recommended in the Part I

study results; the HDS data sample will, of course, be generally applicable
to the study of various other locators whose statistical properties are such
that their sampling requirements lie within the wide range covered between
the L4 (2. 5) and L1 (3.0) locators. For example, the recommended sample

methodology should provide an adequate basis for Fourier time series anal-

ysis of other locators such as L3 (7.5), and of locators in the LI, L2, and
L4 families with other values of normalized integral normalized radiance,

such as L2 (0.9),L4 (7. 5), and L4 (i.0).

In view of the above discussion, the question naturally arises as to whether
the so-called basic sampling requirements (i. e. , a global, one-year sample

of approximately ll0 000 profiles, defined on the basis of the L4 (2. 5)
locator) can fulfill to any satisfactory degree the HDS experiment objectives.
To investigate this question, a minimum sampling methodology was defined,

based upon a constant data-acquisition rate of 0.21 profiles/rain. This rate
would provide a global sample of 8472 profiles per 28-day map period, and

ll0 136 profiles for a one-year operational period. If the number of data
samples thereby obtained and compared with those required for the various
locators (Table 18), it is possible to compute the level of confidence for each
locator within 10 ° latitude intervals. The results of this computation, pre-

sented in Table 24, indicate that levels of confidence of 83 percent or better
are obtainable for seven locators. However, for the remaining locators,

i.e., L7, Ll (l.0), Ll (2.0),and Ll (3.0), the confidence levels are very

drastically reduced at latitudes above 40 to 50 ° . As pointed out earlier, the
problem at this point passes beyond that of statistical definition to one of
decision making, wherein follow-on studies are recommended in the areas

of game and value theory.
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C ONC LUSIONS

The comprehensive study of radiometer calibration, drift, and noise errors
(both scale and bias types) has shown that the radiometer design specifi-
cations are sensitively related to the experiment design requirements. The

analysis of located horizon error for several representative horizon lo-
cators has indicated that current radiometer error specifications could be,
in most cases, considerably relaxed without significantly reducing the level
of confidence which can be achieved in the analysis of the space/time cell

samples.

The relationship between data-acquisition rate and spacecraft spin rate re-
presents a significant interface. For passive radiometric scanning, the
maximum data-acquisition rate is determined by the maximum spin rate,

which has been set at 3 rpm on the basis of spacecraft stability considerations.
Since variations in the spin rate are directly reflected as variations in the
radiance profile resolution, there is an important interface between the ex-

periment and the attitude control subsystem.

The experiment/spacecraft design interface involves the command subsystem,
which provides the means whereby the experiment can be operationally mo-

dified. The need for building flexibility into the HDS experiment can, at this
time, only be justified by general arguments relating to uncertainties in the
data-sampling requirements and system operational performance, and to the

random character of many atmospheric disturbances such as stratospheric
warmings, whose occurrence cannot be reliably predicted but which are
sufficiently important to justify temporarily increased data-acquisition

rates wherever and whenever they happen to take place.

A major experiment/radiometer design interface is involved in the choice of

sampling azimuth. The Part II study has shown that the restriction of profile

scans to the orbit plane causes a problem in the diurnal data analysis,
especially with regard to the winter and summer time cells. Further explo-
ration of this problem is strongly recommended.

The results of limited studies suggest that interruptions in the data series will
not seriously compromise the experiment if they do not exceed the period of
one time cell(i.e., 28 days), even in the worst case when the space/cell
variances are at a maximum.

Data losses resulting from the telemetry gap in the STADAN network do not

have a significant effect upon the experiment data sample. Only two percent
of the orbits are affected, and although the telemetry gap affects the same set

of space cells, the data losses can be confined, by adaptive reprogramming
of the basic sampling methodology, to the summer hemisphere where the
variability of radiance is at a minimum.

Data losses resulting from suspended data collection during periods of attitude

and spin-rate correction are not significant with respect to the total experiment
sample. These losses can be confined to the summer hemisphere by adaptive
r eprogram ming.
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The recommended data-sampling methodology is one based upon variable
data-acquisition rates ranging from 0. 429 profiles/rain at low altitudes to
1.00 profiles]rain at high latitudes. Rates below 0. 375 profiles]rain should
not be used in order to ensure no more than a 10 ° latitude separation between
successive profiles. The results of the MISER F analysis of data coverage
from a 500 kin, sun-synchronous orbit has shown that smooth, consistent
coverage of 28-day time cells can be obtained even at low acquisition rates
of 0.25-0.40 profiles/min.
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DATA REDUCTION, ANALYSIS,AND APPLICATIONS

DATA REDUCTION

The data reduction discussed in this section refers to those operations neces-

sary to obtain radiance horizon profiles properly tagged with auxiliary data
after the GSFC Data Processing Center has cataloged, screened, ordered,

inserted time, and formatted the raw data. Basically, the data reduction func-
tions fall under the control of the experimenter. Figure 15 outlines the data
reduction functions to be performed. For purposes of illustration, three data

tapes are indicated as inputs; however, this may or not be the case. There arc
four basic types of data which have to be reduced to provide the final set of

horizon profiles. Aside from quality checks, the primary data reduction
tasks are those associated with determination of attitude, calculation of tan-

gent heights, calibration of radiometer outputs, generation ofhorizonradianct'
profiles, and the auxiliary data tagging as indicated in Figure 39. Further

a .
discussion of these areas ts presented in the following paragraphs.

T ange nt-He ight Calculator

The tangent-height calculator as presently envisioned is a mathematical tool
for evaluating the minimum earth to scan-line distance when the following

data are given:

The transformation from spacecraft axes to celestial

axes (starmapper data reduction output)

• The radiometer scan vector in spacecraft axis components

• The geocentric spacecraft vector

The tangent-height calculation is basically a sequence of coordinate transfor-

mations where the output consists of tangent height and latitude, longitude of

the sub-tangent point tagged with time and any other useful auxiliary data.
The accuracies associated with this approach have not been evaluated; how-

ever, it is expected that an earth oblateness correction will be necessary.

Depending on the accuracy required, second and higher order iterations of an

oblateness correction procedure may be necessary. The efficiency of this

approach is important to the cost and time involved in this particular data
reduction function. This factor has not been considered in the approach pre-

scribed; however, a basis has been formed to-" _uture adaptions and/or

improve merit s.

Generation of Radiance Profiles

Generation of radiance profiles is basically referred to as "merging of the

data" to obtain the radiance profiles. The radiometer data is inputt_Ki as a

function of time and the corresponding tangent heights are inputted as a

function of time. These two sets of data are merged to provide radiance
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levels as a function of tangent height, which results in a horizon radiance pro-
file for each two sets of input data (i. e., data associated with one scan of the
horizon). Although not mentioned, it is assumed that any profile identifiers
(latitude, longitude, time, etc.) are carried along through the process. If
certain errors have been identified (i. e., calibration, tangent height, etc. )
these too should be identified and recorded with the resulting profile.

Profile Tagging

Profile tagging is not a data reduction function per se but rather a merging
process of profiles and auxiliary data which will be useful in subsequent data
analysis. Various types of auxiliary data have been identified in Figure 15.
It is expected that this data will be available in abundance by the early 1970's,
due to increased activity in meteorological measurement programs. The
merged data, horizon profiles and auxiliary information, will then be stored
on magnetic tapes for later data analysis and/or utilization by industry and
various investigators.

DATA ANALYSIS AND UTILIZATION

The analyses associated with collection of horizon profiles will be primarily
those of model verification (comparison to phase I results), model extension,
and scientific analysis. The general analysis and data utilization considered
is outlined in Figure 16. The results of each analysis will be utilized in a
different manner as indicated. The purpose of data analysis is to summarize
or reduce the horizon profile data to information which is useful to industry
and scientific investigation. Certainly the profiles themselves are useful to
industry for analysis and comparison of locators as indicated in the figure.
Further discussion of model verification, scientific analyses and associated
data utilization is presented in the following paragraphs.

Model Verification and Extension

This portion of the analysis consists of selecting types or classes of locators
whose outputs best characterize the profile and which are useful to the horizon
sensor users. The profiles are then processed by the locators and reduced
to located horizon altitudes, and analyzed for space-time deterministic vari-
ations as indicated by Figure 17. Note that the amount of data to be analyzed
is multiplied by the number of locators that one wishes to use to describe the
profile. The basic operations performed in data analysis are indicated in
Figure 18. The preliminary data analysis consists of obtaining gross char-
acteristics of the data (i. e., early trends, etc. ) with which to plan portions

a
Inputs relating to starmapper data reduction and radiometer calibration
data reduction were not received in time for inclusion in this report. For
information relating to these data reduction functions, the reader is refer-
red to those portions of the Part II report describing the experiment

package.
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of the final analysis and to make decisions with regard to the operation of the
experiment in case of unexpected events. Portions of the data analysis can
begin as soon as the first orbit of data is processed. Certain space cor-
relations could be performed, as well as some preliminary space series
analysis (auto correlation analysis). Short-term variations (e. g., diurnal}
can be performed as the measurement program progresses; however, the
analysis of long-term time variations must wait until all data is available.

The analysis of diurnal variability is expected to proceed along these lines:
1) Identification of all profile samples with respect to sunrise and sunset times
over the 0 to 80 km interval; 2) grouping of profiles, for each time cell, into
day and night subsamples covering suitable aggregates of space cells, i.e.,
5° or 10° latitude zones; 3) separate studies of twilight samples, including
those with partial day or night components influencing a portion of the profile
4) statistical analysis of the day and night subsamples in terms of sampling
azimuth effects; 5) comparative analysis of diurnal effects measured from
HDS profile samples and those derived from selected high-resolution time
series of synthesized radiance profiles; and 6) comprehensive error analysis,
including all errors and uncertainties which affect the determination (or esti-
mation) of diurnal components.

The importance of the diurnal analysis is to be judged not only in terms of
providing a basis for empirical time-of-day corrections for horizon sensors
(as a function of latitude and season) but also in terms of normalizing (or
standardizing) the entire experimental set of radiance profiles on such a
basis that they can be properly interpreted and applied by various potential
users.

The final result of the total analysis will consist of a functional relationship
between indicated altitudes, space, time, and other influencing factors. In
the event that variations appear that were not predicted from the analysis of
synthesized profiles, the results may beused to update the basic functional
model or be the basis for the definition of further experiments.

The form of the presented data for utilization has not been considered beyond
recognition that the types of outputs of this analysis would be functional re-
lationships, plots of selected parameters, and tables of certain variables or
coefficients.
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Applications of HDS Results to Design of
Further Experiments

The results of the HDS experiment will essentially establish empirical guide-

lines and ground rules for future experiments, since additional experiments
should provide for general consistency and comparability of their results
with those obtained in the HDS experiment.

There are many possible ways in which to apply the HDS results to the design
of further horizon radiance experiments. The simplest possibility is to use
the results of the initial HDS flight(s) to make minor modifications in the

hardware and/or mission profile for subsequent HDS flights. The most ob-

vious types of modification would be to alter the data acquisition rate, in-
crease the data storage capacity, or change the orbit configuration. Another

possibility would be to design a second-generation spacecraft which would
significantly extend the experiment sampling capability, e. g. , increase the
profile resolution, or provide for simultaneous sampling in several different
azimuthal directions. In the latter case, the HDS results would provide an

empirical data base for experiment definition vastly superior to that which
was necessarily used in shaping the pioneer experiment.

There are other possible experiment applications which must also be recog-
nized. Among these might be design of advanced Scanner-type rocket probes

for high-resolution profile measurement; design of meteorological rocket
sounding systems specifically aimed at using the data in the derivation of syn-

thesized radiance profiles; design of multi-channel radiometric satellite sys-

tems to measure radiance at several discrete wavelength intervals in the CO 2

absorption band, similar to the weather bureau infrared spectrometer (SIRS),
but aimed at the use of inversion analysis to determine the vertical temper-

ature structure in the higher stratosphere and mesosphere.

Application to Scientific Studies

It is expected that the most extensive effort ever undertaken to gather data on

the earth's atmosphere will be made in 1972. This effort, which will employ
both new and conventional observing techniques, will entail two programs, the

Global Atmospheric Research Program (GARP), and the World Weather Watch
(WWW) program. If it is launched in 1972, a 15-micron horizon scanning
satellite system will be able to play a vital role in this atmospheric observa-

tion effort. In order to define the role then of GARP-WWW effort, in the

satellite horizon scanner program, the nature of the atmospheric observation
program and the capabilities of the scanning satellite system will be discussed.

World Weather Watch. - The WWW will be an international effort by member

nations of the World Meteorological Organization to secure weather data for the
entire globe and to communicate it for use on a real-time basis (ref. 6). The

program calls for expanding observations of basic weather elements to elimi-

nate the large data-void regions that presently exist. The ocean areas presently

comprise the greatest part of the data-void region.
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Even over much of the land area of the world, no observations are made of
conditions in the upper air. The optimum radiosonde station density exists
nowhere except perhaps in Europe, which is a very small part of the total
surface of the earth. A large gap even exists in the surface observation net-
work over some land areas, due to lack of financial support or lack of popula-
tion. Many islands in remote areas, which are either uninhabited or sparsely
inhabited, exist without a weather station.

It is the objective of the WWW program to eliminate completely the larger
data-void regions, and to trim down gaps between observing stations whereve.."
possible. For complete weather prediction, observation gaps and time gaps
must be filled in, since old information is useless to a weather forecaster.
Thus, communications are a vital part of WWW. It is the objective of WWW
to establish a global observing system, employing all possible techniques of
information acquisition and timely communication.

Global Atmospheric Research Program (GARP),- Nearly every atmos-

pheric research project and program relies on operational weather data to

supplement its data collection. Since 1972 is the year in which the massive
WWW effort to obtain global atmospheric information will take place, global

atmospheric research interests will give special consideration to conducting

special programs in that particular year so as to benefit from the extra
supplemental data. Systems machinery has been established to coordinate

the research eforts of the many atmospheric research laboratories under
the acronym GARP. GARP will collect data for use of researchers back in

the laboratory, and not for real time use as with the WWW data.

GARP is being coordinated internationally by the International Union of Geo-
desy and Geophysics (IUGG), and nationally by the American branch, the
Committee on Atmospheric Sciences (CAS-IUGG). To coordinate the activities

of participating and interested agencies, the IUGG has announced a world
congress to be held in the fall of 1967 in Geneva. At this congress, the IUGG
will ask geophysicists to promote immediate work on prerequisite studies and

ask them to design experiments. The congress will also reach tentative
agreements on communications and coordination of national efforts. The

National Center for Atmospheric Research (NCAR), ESSA, and NASA are
already participating in the program on a national level.

NCAR is presently conducting a pilot research study in the Line Islands,

where they are gathering data on the atmosphere for comparison with Ad-

vanced Technology satellite observations. For the past year, NCAR has also

been launching transosondes at Christchurch, New Zealand as a pilot study
to gather global wind data at several levels in the atmosphere.

It is, therefore, the aim of GARP to enlarge upon the information gathered
by WWW by obtaining more data in both horizontal and vertical coordinates.

Unlike WWW, GARP is not concerned with the speed with which this informa-
tion can be communicated, since it is being collected for research purposes
at a later date.
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Having examined the atmospheric data gathering programs to be undertaken
in 1972, attention can now be directed to the observing systems which will be
employable in that year. In order to project me aningfully the potential uses
of the satellite scanner data, it is necessary to examine the projections of

what is expected in terms of atmospheric data-gathering by other techniques
in 1972.

Cloud photography. -- In the 1972 time period, satellites which photo-
graph the earth to obtain cloud information will be in their second decade of

operation. Unlike satellites of the first decade, these satellites will each be

part of a system to maintain constant surveillance of the earth.

The system will be composed of two basic satellite types. One type will con-
sist of two satellites in a near-polar, sun-synchronous orbit. These satel-

lites will have day-night cloud observing capability, and will cover each part
of the globe every six hours. Polar regions would be covered more fre-

quently, however, since each satellite would cross poleward of latitudes 80°N
and 80°S on each orbit.

The tropics and middle latitudes will be continuously observed with three or
four satellites in synchronous orbit, presenting readouts similar to the pre-
sent Advanced Technology Satellite. These satellites provide synoptic

coverage of all of the earth except for the polar regions. Besides observing

cloud systems on the global scale, these satellites will be able to study the
evolution of smaller-scale, short-lived cloud sybsystems.

Ghost system. - The Global Horizontal Sounding Technique (GHOST)
system is perhaps this periodts most advanced meteorological innovation,
creating the same stir that weather radar did with its display of precipitation
areas laterally over regions hitherto in "silent areas" between weather sta-
tions. In between these two developments, atmospheric sounding rockets

probed upward into the high stratosphere in the late 1950's. The Tiros
satellite, with its cloud pictures from around the world, was introduced in

the early 1960's. Several years later the Nimbus satellite added another
dimension and provided tropospheric and stratospheric temperature informa-
tion from its radiometers. Ghost consists of super-pressure balloons which

float at pre-designated constant density levels in the stratosphere and higher

troposphere, and carry sensors to monitor pressure, temperature, and
humidity. In addition, wind can be obtained by measuring the changes in the
position of the balloon from one interrogation to the next.

Although the balloons are now interrogated by land stations, plans call for
satellite interrogation by the Interrogation, Recording and Locating System

(IRLS) which is expected to be on board a Nimbus satellite to be launched by
France, called EOLE, may also be made using a French FR-2 satellite.

With the planned expansion of the system, these data will make available for
the first time observations of pressure, temperature, humidity, and wind on

a global basis, enabling global atmospheric charts to be drawn to sufficient

accuracy for the first time.
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Automatic weather stations.- IRLS is also expected to obtain surface

weather information from buoys such as the US Navy Nomad and from other

buoy configurations currently under development. Also, plans are underway

to integrate into the system automatic weather stations on uninhabited islands

and other remote land locations which can be interrogated directly by

satellites.

Radiation-sensing systems.- Satellites which collect earth radiation data

to obtain temperature information in the troposphere and stratosphere can be

expected to continue in operation. The sensor which will obtain the data to
enable more precise vertical temperature profiles to be made will probably

be a version of the Satellite Infrared Spectrometer (SIRS) which will sample

eight channels in the 15-micron CO Z region. Through inversion of the radia-

tive transfer equation, radiance data from this spectrometer can be trans-

formed into temperature profiles from cloud-top altitude to an altitude of

about 50 kin. Where no clouds exist, the temperature profiles can be calcu-

lated to the vicinity of the earth's surface.

Research vehicles. - In addition to the above, continued launching of

research vehicles such as Nimbus can be expected to continue. Although

these satellites will continue to add new types of sensors, increased emphasis
may be placed on installation of more conventional, improved sensors for

gathering data for special projects. Thus, emphasis will shift from testing
the sensor to using the sensor in different contexts to obtain information for
specific atmospheric research investigations.

The role of a satellite horizon scannin G system. -- Above the stratosphere,

extending upward from about 50 km to 80 kin, is the mesosphere. In this
region, the atmospheric pressure varies from about 1 millibar at the lower
end to about 0.01 millibar at the top. Its atmosphere is too light to support
a balloon, but it is much too dense for sustained satellite operations.

Current economical rocket systems explore only the lowest portion of the

mesosphere. The only economical state-of-the-art probe which can currently
penetrate its vertical extent is the "big gun" on Barbados Island (a gun-fired
sounding projectile). It is, therefore, a region about which very little is
known. However, some facts about its general makeup are known from
earlier indirect measurements and the few direct measurements made in the

past decade. The mesosphere behaves in many respects much as does the

troposphere. Its temperature profile is characterized by a general decrease
of temperature with altitude, with the warm temperatures at the bottom being

the result of ozone absorption of ultraviolet. The mesosphere is a region in
which nitrogen and oxygen comprise the overwhelming bulk of the atmosphere,
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and where conventional atmosphere mixing processes account for the chemical
composition. The heated ozone layers result in convection currents, which
rise up to heat the upper portion. The mesopause marks the upper boundary
of the troposphere. Similar to the lower stratosphere above the tropopause,
the lower thermosphere above the mesosphere is a generally isothermal
region.

The mesosphere is, however, a cloudless region, except for noctilucent clouds
which form in the vicinity of the mesopause. The exact nature and composition
of these highly stratified clouds which are frequently seen in the polar atmo-
sphere is not yet completely understood. Perhaps they are composed of water
vapor which has been carried upward by convection currents created by ozone-
rich air which heats up under the perpetually sunlit polar day. Thus heated,
the atmosphere may then rise from the bottom of the mesophere to the meso-
pause, where the water vapor carried upward then condenses into ice crystals
which spread out beneath the temperature inversion.

Leovy (ref. 7) notes that the mesosphere is a "region where a close relation-
ship exists between photochemical, radiative, and dynamical processes", and
where "global scale motions are largely determined by the distribution of radia-
tive heating, while the motions themselves influence the infrared radiation
through modification of the temperature". The value of temperature measure-
ments in the mesosphere is quite apparent.

Thiele (ref. 8) concludes that there is a strong solar influence on the lower
mesosphere. His data, taken from White Sands rocket data indicate that the
diurnal oscillations of pressure and density are almost as large as the
seasonal variability.

The importance of the mesosphere extends well beyond special applications
for radiov_ave propagation and occasional experiments in which its behavior is
important. Gregory (ref. 9) noted that changes in electron densities in winter
in the mesosphere are larger than simple theory predicts. In an investigation,
he found that mesosphere electron densities were correlated with stratospheric
temperatures between 30 and 30 millibars. In the situation investigated, elec-
tron density throughout the m esosphere lowered considerably while the tempera-
ture at 30 to 30 millibars rose by 8.3° C in 24 hours. Because of lack of
information concerning the mesosphere, Gregory was unable to document the
reason for the coupling. However, he suggests that the relationship possibly
occurred as a result of simultaneous sinking of the air in both the mesosphere
and stratosphere. Based on the findings of other investigators, Gregory sur-
mises that the westerly circulation of the winter mesosphere is responsible
for this ionospheric effect.

Considering the evidence which shows that sudden warmings in the stratosphere
frequently precede tropospheric blocking highs, the implications for under-
standing the mesosphere and medium-range and long-range weather forecasting
become extremely interesting.
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Other questions and conjectures concerning the mesosphere are also of interest.
The exact upper boundary of the mesosphere is not yet certain. Schilling
(ref. i0) suggests that although the height over the polar regions may be around
82 km (as suggested by the mean height of noctilucent clouds near latitude 60°
in summer), the height of the mesopause may be as high as i00 km over the
equator. He also suggests the possibility of a double mesopause.

It has also been surmised that a high dust particle concentration may be located

at the mesopause, since this is the upper region of what is evidently a turbulent
region (Schilling, ref. I0).

Wave phenomena also evidently exist in the mesosphere. Lettau (ref. ll)t

using Robin sounding data obtained at White Sands, New Mexico, has found
indications of extended waves in the mesosphere which he believes to be very
important to the small-scale dynamics of the mesosphere. The conclusion is

based upon small oscillations which show up in his analysis.

Lack of information about the mesosphere, however, far surpasses what is
known about it, since so few measurements have been made of its vertical

extent, save for an occasional rocket or gun-fired projectile. Many questions

are as yet unanswered. Because of its temperature decrease with altitude,
how strong are the convection currents which form within it when the ozone
region is heated7 Into what kind of circulation systems are these currents

organized? - perhaps they are quite different from those in the highly-
stratified stratosphere and bear some resemblence to some systems found

in the troposphere. What is the temperature field? How does it vary in time
and space? What effect does the aurora have on its temperature field?

More important, perhaps, is a question that concerns medium-range and

long-range forecasting. That question is: what interactions and couplings
does the mesosphere have with the stratosphere and troposphere? Will it be
possible to forecast general weather patterns up to two weeks in advance

without knowing at least some general conditions about the mesosphere?

The 1972 global observation program and the sensing systems which will be
used have been reviewed in the previous two subsections. As can be seen,

observations will be made on a global basis throughout the troposphere and
stratosphere far surpassing the last major data-gathering program, IGY-
1957. Through use of a horizon-scanning 15-micron sensor in 1972, the

mesosphere could be added to the trosposphere and stratosphere as a region
from which knowledge and understanding can be gained during the WWW-
GARP programs.

Although it is difficult to predict exactly the impact the mesospheric data
might have on understanding of the atmosphere, it is still possible to predict
with near certainty what effect the launch data of the HDS satellite will have

on the use that is made of the data. If it is launched by 1972, it can be
expected that its information will join the pool of WWW-GARP data which

scientists will scrutinize for years to come.
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If it is true that the mesosphere is coupled to any appreciable degree with
the stratosphere and troposphere, then the loss of mesospheric information
in 1972 would be an unfortunate blow to hopes for medium and long-range
forecasting. In speaking of numerical forecasting for a week or longer,
Smagorinsky (ref. 12) states that "it would be unavoidable that dynamic
models for the entire fluid envelope of the earth be employed". Hence, if
forecasts of circulation patterns are to be extended to anywhere near two
weeks, and if the WWW-GARP program hopes to examine the possibilities
of such forecasts, a mesospheric temperature-field sensing system is
necessary.

In conclusion, a radiometer scanning the horizon and vicinity in the 15-
micron region would be the only sensor which could feasibly gather meso-
spheric data on a global scale in 1972. If such a device can give even a
qualitative measure of the mesospheric temperature field, it will be of great
value.

In view of the great potential of this satellite, it would be most desirable to
conduct an intensive investigation to determine precisely the information that
can be obtained from it, and to determine how this information would best be

integrated into the WWW-GARP programs. Action should be taken to ensure
that information is integrated into the program by coordination with the IUGG
and other participating agencies at the proper time.

C ONC LUSIONS AND REC OMME NDA TIONS

The objectives of this study were to amplify the Part I data requirement
results to satisfy the requirements of broad-scale horizon sensor and
scientific applications and to assure experiment and measurement system
compatibility. These objectives were met by defining a new set of temporal,
spatial, and statistical sampling requirements necessary to describe [he
earth's radiance profile witha high degree of certainty for the 15-_t carbon
dioxide obsorption band using the 615 to 715 cm -1 spectral region. With
respect to data requirements, the following conclusions and recommendations
have been reached:

The Part I study specification of 13 time ceils (28 days/cell) still appears to
be valid as the basis for the Fourier time series analysis of systematic
seasonal variations.

The newly defined set of recommended data requirements, based upon a global
distribution of 588 space cells and a total sample of approximately 378 000
profiles/year, provides an adequate data base for analyzing 11 locators at
approximately the 95 percent confidence level.
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The study of diurnal temperature variations in the stratosphere and meso-

sphere has shown that the associated radiance variations, expressed in terms

of tangent height changes for select horizon locators, can be significant,

especially at low and mid latitudes. Specific provision should be made, there-

fore, for a diurnal sampling mode.

The recommended approach todiurnal data sampling is one based upon a 3

oWclock sun-synchronous orbit. This orbit can provide daytime samples near
the time of the diurnal temperature (and radiance) maxima and nighttime

samples near the corresponding minima.

Conclusions related to coas_raints and operational methodology are as follows:

In the determination of data-sampling requirements, compensation must be
made for the effects of random errors in the radiometer data and for miscel-

laneous data losses. In the latter instance, an overall allowance of 5 percent

appears to provide adequate data-loss compensation.

The recommended data-sampling methodology is one based upon variable data-
acquisition rates ranging from 0.429 profiles/min at low latitudes to 1.00

profiles/min at high latitudes.

A major experiment/radiometer design interface is involved in the choice of

sampling azimuth. The restriction of profile scans to the orbit plane causes
a problem in the diurnal data analysis, especiallywith regard to the winter and

summer time cells. Further exploration of this problem is strongly recom-
mended.

Data losses resulting from the telemetry gap in the STADAN network do not

have a significant effect upon the experiment data sample.

Data losses resulting from suspended data collection during periods of attitude

and spin-rate correction are not significant with respect to the total experi-
ment sample. These losses can be confined to the summer hemisphere by
adaptive reprogramming.

Studies relating to system effectiveness have shown the advantages of pre-

scheduling thelaunch of standby spacecraft at such times as to maintain a high
probability of continuing themission without interruption.

A major operational contingency which must be accounted for in the detailed

experiment planning is the possibility of not attaining the proper orbit. The
experimenter must be provided with a set of tolerance limits within which the

experiment can be defined as a normal mode operation.

Conclusions and recommendations associated with the data reduction and data

utilization study are as follows:

98



An operational system of data reduction and analysis is required to provide
information feedback, as the experiment progresses, for the experimenter to
use in determining the adequacy of the telemetered data, in modifying the data-
acquisition methodology, and in developing improved methods for data reduc-
tion.

A basic end-product of the HDS experiment is the radiance profile catalog.
The profiles included in this catalog should be identified not only with such
descriptions as data, time, latitude, longitude, and scan azimuth but also with
estimates of all systematic and random errors which apply to the tabulated
radiance and tangent-height values.

The radiance profiles can be used directly to test operational characteristics
of new locator designs and thus aid in the stability optimization of the locator.

The reduction and analysis of HDS data should be approached as a continuing
phase of the experiment, and not merely as a task of compiling and routine
processing of the data.

A very significant part of the data analysis will involve the use of meteorolo-
gical data gathered by conventional ground-based observational systems, e.g.,
radiosondes and rocketsondes. Also, the current plans for WWW and GARP
indicates that the HDS experiment will coincide with the time period of these
intensified meteorological observations and thus a mutual data exchange may
enhance all programs.
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APPENDIX A

THE EFFECTS OF TEMPERATURE ERRORS
UPON SYNTHESIZED RADIANCE PROFILES

STUDY OBJECTIVES

There are two basic reasons for studying the effects of temperature sounding
and extrapolation errors upon synthesized radiance profiles. First, the
overall data sampling requirements for the HDS experiment are based upon
an extensive set of 1039 synthesized profiles which were derived from
Meteorological Rocketsonde Network (MRN) and radiosonde observational
data and from extrapolated temperatures above the level of effective MRN
data coverage. It is important, therefore, to assess the effects of tem-
perature errors upon these synthesized profiles since they were used to de-
termine statistical properties of horizon locators (i. e., L4 (2.5) and L1
(3.0) in the Part I study and several additional locators in the Part II study)
which were used as the basis for determining the required global distribu-
tion of space and time cells, as well as the sample sizes required within
each c ell.

The second basic reason for examining the temperature error effects problem
is to help determine a realistic methodology for comparing samples of radi-
ance profiles measured by the HDS experiment with synthesized profiles cal-
culated from meteorological sounding data at coincident times and locations.
This comparison of measured and synthesized profiles is a necessary part of
the experiment data analysis in order to check the validity and representative-
ness of the HDS radiance profiles. Obviously, only a relatively small number
of profiles can be subjected to this type of comparative analysis. It is im-
portant, therefore, that the temperature error effect in synthesized profiles
be clearly established so that the radiance (and tangent height) deviations re-
sulting from such comparisons can be reasonably analyzed and interpreted.

STUDY APPROACH

The altitude range over which meteorological data are used to calculate
synthesized radiance profiles extends from 0 to 90 kin. This range can be
divided into three altitude intervals where distinctly different types of tem-
perature data are available: 1) 0 to 30 kin, covered by relatively accurate
radiosonde data from a global network of upper-air reporting stations;
2) 30 to 60 km, covered by less accurate rocketsonde data mostly concen-
trated over North America, but also including some European stations and

a few other widely scattered locations; and 3) 60 to 90 kin, covered by in-
frequent mesospheric soundings made at widely diverse times and places.

During the Part I study (ref. 4), some attention was directed toward esti-
mating the likely temperature errors within the three altitude intervals as
defined above. From 0 to 30 kin, the observational error in radiosonde
temperatures increases with altitude; however, an error standard deviation,
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of ±I°C is a good working estimate for the entire interval. If inter-a T'

polar±on error is considered, i.e., the error in temperatures interpolated
at grid points some distance removed from the observed radiosonde data,

then an overall a T value of ±2°C would appear to provide a representative

estimate.

Temperature error estimation for MRN observations is considerably more
difficult and uncertain (ref. 5). Of overwhelming importance in determining

the basic accuracy of an MRN temperature sounding is whether or not cor-
rections like the Wagner correction (ref. 13) have been applied. Without
this correction, extremely high-positive (warm-side) temperature errors are
possible: a mean error of 4.5°C at 45 km increasing to 33.5°C at 65 km, for
the bead thermistor most widely used in MRN observations. With the

Wagner correction applied, the temperature error can be drastically reduced
to an estimated value of ±2°C or less below 65 kin. A detailed evaluation of

the MRN temperature data used in deriving the body of synthesized profiles
during the Part I study is beyond the scope of this current effort. Such a
study would necessarily have to examine the flight and ground equipment

used, the data reduction techniques employed, and the processes of data
analysis and interpolation applied in deriving the grid point emperature data

during the Part I study. For these reasons, a a T value of ±4°C was adopted

as a working estimate of MRN temperature error; since 3a T values of

±12°C were also used, the analysis of temperature error effects can be
generalized over a wide range.

From 60 to 90 kin, the temperature errors are considerably larger than those
which apply to the two lower altitude intervals. In the Part I study, the tem-

peratures were estimated above 60 km by an extrapolation technique based
upon only 14 data points in the summer period (May - October) and 16 points

in the winter period (November - April) for which mesospheric sounding
data were available. The estimated a between 60 to 90 km is ±7°C in

T
summer and +10°C in winter.

For the purposes of this preliminary study, it was decided to apply the +a T

and ±3a T temperature errors separately to each of the three altitude in-

tervals for one selected profile, Profile 943 (July, 20°N, 90°W). By as-
suming a particular size temperature error in one altitude interval and no

error in the other two intervals, the error effects could then be separately

examined. Thus, values of a T = 2.0°C and 3a T = ±12.0°C applied

from 30 to 60 km (with zero error elsewhere}; and aT = 7.0°C and

3(I T = ±21.0°C applied from 60 to 90 km (with zero error elsewhere}.

Profile 943 represented a convenient choice since this summer, low-latitude

profile was also used in the study of diurnal temperature variability effects,
discussed elsewhere in this report. In order to provide a winter, high-
latitude comparison for 60 to 90 km error effects, Profile 883 (Jan., 75°N,

90°W) was selected as the baseline ease for evaluating a T = 10.0°C and

3aT = ±30.0°C.
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The 12 error-perturbed profiles, as defined above, were calculated by
applying the various plus of minus temperature deviations to the basic sets
of temperature values determined for Profiles 943 and 883 in the Part I

study.

The study approach taken was designed to reveal the more important fea-
tures of temperature error effects upon synthesized radiance profiles.
This analysis could then provide the basis for more comprehensive studies
involving a larger number of profiles and a greater variety of temperature
error combinations.

PERCF__TAGE DEVIATIONS IN RADIANCE FOR
PERTURBED VERSUS BASELINE PROFILES

Figure A1 shows a set of curves expressing the percent deviations in radi-

ance for Profile 943 when the +a T and +3a T temperature errors are

separately applied to each altitude interval. Figure A2 presents comparable

curves for +a T and +3a T temperature errors in the 60 to 90 km altitude

interval for Profile 883. Table A1 provides a list of the percent radiance
deviations per I°C temperature error at 10 km tangent height intervals for
the 12 cases included in the study. The error effects within each altitude
interval are discussed below.

0 to 30 km Temperature Error

For 2°C and 6°C temperature errors in this altitude interval, which will be
abbreviated as (2, 6:0-30), the percent deviation in radiance is approxi-
mately constant over the -30 to +20 km tangent height range, as shown by
both curves in Figure A1. At these tangent heights, the percent radiance
deviation is roughly equal to one-half the temperature error in °C, _lthough,
as shown in Table A1, the absolute value of the radiance deviation/tempera-
ture error ratio is lowest for the -6°C error case (-0.03), increases

slightly for the +2°C error case (0.04) 8nd is considerably higher for the
+6°C error case (0.07).

30 to 60 km Temperature Error

The (4, 12:30-60) curves of percent radiance deviation in Figure A1 exhibit
some interesting characteristics. The slopes of these curves gradually
increase from -30 to 20 km tangent height, sharply increase from 20 to 30 km
tangent height, gradually decrease from 30 to 50 km tangent height and then
decrease at a rapidly increasing rate to 60 km tangent height. As shown in
Table A1, the percent radiance deviation from -30 to 20 km tangent height
is approximately equal to 0.7-1.0 times the temperature error in °C. From
30 to 50 km tangent height, the absolute value of the ratio of radiance de-
viation to temperature error varies between 1.4 to 1.9 for the three types
of error considered; the comparable range of values at 60 km tangent height
is 0.4 to0.5
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60 to 90 km Temperature Error

The (7, 21: 60-90) curves in Figure A11 clearly indicate that temperature

errors in this highest altitude interval produce a relatively low percent
radiance deviation over the -30 to 30 km tangent height range. As shown
in Table A1, the absolute value of the ratio of percent radiance deviation
to temperature error is 0.01 to 0.02, or as much as two orders of magni-
tude less than the comparable ratios for radiosonde and MRN temperature
errors over this tangent height range. However, there is a sharp increase
in the deviation]error ratio from 30 to 60 km tangent height, with a con-
tinuing increase, although at a slower rate, above 60 km tangent height.
As shown in Figure A1, the percent radiance deviation at 50 km tangent
height becomes approximately equal to the value of temperature error in
°C. It is also interesting to note that from -30 to 54 km tangent height, a
(4:30-60} temperature error produces a larger percent radiance deviation
than a (21:60-90} temperature error.

The (10, 30:60-90} curves in Figure A2 are very similar in their general
characteristics to the (7, 21:60-90} curves discussed above. The normalized
values of percent radiance deviation per I°C temperature error, as shown in
Table A1, permit a direct comparison for the summer and winter profile
cases. From -30 to 60 km tangent height, the absolute magnitudes of the
deviation]error ratios are slightly larger for the winter, lower-radiance
profile; above 60 km tangent height, the reverse is true. However, the ratios
for both profiles are sufficiently close below 60 km tangent height to provide
useful approximations of the temperature error effect upon radiance profiles
until more thorough analyses can be carried out to develop a complete set
of estimation curves. It should be pointed out that the horizon locators of
primary interest in the HDS study are those which operate at or below 60 km
tangent height; thus, the estimates of temperature error effect provided by
these preliminary results are of immediate benefit.

ABSOLUTE DEVIATIONS IN RADIANCE FOR
PERTURBED VERSUS BASELINE PROFILES

The description of percent radiance devications, presented above, is most
helpful in analyzing the behavior of normalized and integral normalized hori-
zon locators, whose tangent height deviations can be readily determined by
the differences in the percent radiance deviations at the level of peak radiance
and at higher levels. However, for non-normalized locators, the absolute
radiance deviations are of basic interest, since the absolute deviation, to-

gether with the slope of the radiance function (e. g., radiance or integral
radiance} versus tangent height, essentially determines the equivalent tangent
height deviation. Figures A3 through A6 show curves of absolute radiance
deviation per I°C temperature error, for the 12 cases included in this study.
In terms of maximum absolute radiance deviations per °C, the (2, 6:0-30}
and (4, 12:30-60} temperature errors show the greatest effect: in the for-

mer instance, a broad region of 0.051-0. 065 W[m2-sr per °C occurring be-

tween -20 to 20 km tangent height; in the latter instance, a sharp peak of
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start 0. 089-0. 094 W/m 2 -sr per °C occurring at 30 km tangent height. The
maximum absolute radiance deviations per °C for the (7, 21:60-q0) and (10, 30:
60-q0 cases are not as large as those for lower altitude temperature errors:

2 °Cin the former instance, a sharp peak of 0.0025-0.0031Wire -sr per
occurs at 60 km tangent height; in the latter instance, a peak of 0. 0019-0. 0025

Wire 2 -sr per °C occurs, also centered at 60 km tangent height.

EFFECTS OF TEMPERATURE ERRORS UPON HORIZON
LOCATORS FROM SYNTHESIZED RADIANCE PROFILES

In order to explore more fully the effects of temperature errors upon the
HDS experiment, a set of calculations was made, for the Profile 943 error
cases, to determine the associated deviations in tangent height for 12 specific
horizon locators. These locators included four of the fixed radiance (L1)

type, four of the normalized radiance (L2) type, one of the integral radiance
(L3) type, two of the integral normalized radiance (L4) type, and one of the
slope extrapolation (L7} type.

The methods used to calculate the tangent heights for the perturbed profiles,
and their departures from the basic unperturbed profile, followed the general
lines described elsewhere in this report for the study of radiometer error
and diurnal temperature variability effects upon horizon locators. In brief,
the radiance deviations were determined from the computer printout of Profile
943 for each temperature error case and were converted into the function of
radiance appropriate to each locator, i.e., fixed radiance, normalized radi-
ance, integral radiance, integral normalized radiance, and slop extrapolated
radiance (in the last instance, involving two levels of fixed radiance). The
equivalent tangent height deviations were then calculated on the basis of the
change in radiance function with tangent height for each horizon locator con-
sidered. Table A2 outlines the results of these calculations, which are dis-
cussed in detail below.

Fixed Radiance (L1) Locators

Temperature errors in the 0 to 30 km altitude interval do not affect the L1
locators considered here, all of which operate at tangent heights above 30 kin.

Temperature errors between 30 to 60 km most affect the L1 (3.0) locator,
with the tangent height departures per 1°C error gradually decreasing for the
higher level L1 loeators. This result agrees with what would be generally
expected on the basis of Figure A4, which shows a decrease over the 30 to 60
km tangent height interval in absolute radiance deviation per °C. The effect
of these deviations is, of course, moderated by the values of radiance]tangent
height slope which apply at each locator level; these slope changes are rela-
tively small, however, compared to the dominant effect of changes in absolute

114



0
_:u5

NZ_

_NIM

N
N N

N z

!

_,,1 °

N

m

a

u l

_ o _ _ _ _ o _ _ o _ o

_m
cm_

mE_

A A A

&

A

o

_ _ 5 5 3 _ 3 3 5 5 5

115



radiance produced by the temperature errors. The absolute magnitudes of

the tangent height deviations for the +4°C error case are roughly one third

as large as those for the +12°C error cases.

For 60 to 90 km temperatuL'e errors, the tangent height deviations per I°C

error are relatively small in all cases for locators LI (3.0), L1 C2.0), and
LI (I.0); however, LI (0.2) is rather seriously affected, most expecially for

positive temperature errors, where the tangent height deviation is approxi-
mately 0. 11 km per I°C error. It is also notable that the deviations for
-21°C error are, in terms of their absolute magnitude, roughly one-half
those for +21°C error. Much of the difference is explainable by reference to
the curves of absolute radiance deviation per °C shown in Figure A5, where

a considerable degree of offset may be noted between the +21 ° and -2I°C
error curves. The remainder of this difference is explained, especially in

the case of locators L1 (l.0) and Ll C0.2) by the higher values of the radiance

profile slopes which apply to these two higher levels for the -21°C versus
2

+21°C error cases (i.e., 0. 1404 and 0.0540 W/m -st per km, versus 0. 1189

and 0.0295 W/m 2 -sr per kin, respectively).

Normalized Radiance (L2) Locators

Here, for 0 to 30 km temperature errors, the process of normalization pro-
duces an interesting sign reversal: the tangent heig}_t deviations are negative

for positive temperature errors, and vice versa. By referring to Figure AI,
this result can be explained by the fact that the absolute magnitude of the per-
cent radiance change is higher at the peak radiance, N (near 20 kin),

max.

than at any of the other radiance levels where the four different L2 locators
operate. Now, since the normalized radiance is, by definition, N/N

max, '

the effect of larger positive percent errors in the denominator, as compared

to the numerator, is to produce (for a given value of N/Nmax., say, 0.50)

a proportionally larger increase in N and a negative deviation in tangent

height. Correspondingly larger negative percent errors in Nmax, will pro-

duce a proportionally larger decrease in N, along with a positive tangent
height deviation.

It is also significant to note, for the (2, 6:0-30) error cases, that the absolute

magnitude of the tangent height deviation per I°C generally decreases for the
higher level L2 locators. This results from the fact that N becomes a smaller
multiple of N for higher level L2 locators. If, for example, the (6:0-30)

max,

error case is considered for locators L2 (0.50) and L2 (0.06), the radiance

error in Nmax, is approximately 6.7 percent, whereas the radiance error in

Nis zero percent in both instances. In the first instance, the erroneous N
value (reflecting the N error) is 1. 067 (0.5) N ; in the second

max. max,
instance, 1.067 (0.06) N In other words, the error inN for L2 (0.50)

max.
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is, in absolute terms, more than eight times larger than the error in N for
1_2 (0.06) If we examine Table A2, however, it is seen that the (6:0-30)
tangent height departure for L2 (0.50) is only twice as large as that for L2
(0.06). This difference (i.e., 8 versus 2) is accounted for by differences
in the Mope of the radiance profile at the levels to which these two ]ocators
apply: in other words, at the higher level (57.07 kin) a given size radiance
error has an equivalent tangent height error which is four times larger than
that at the lower level (40. 18 kin). The slope of the radiance profile is,
therefore, an important factor in determining the ultimate tangent height
departure for radiance deviations attributable to temperature errors.

In the case of 30 to 60 km temperature errors, it may be noted from Table A2
that the tangent height deviations decrease smoothly for higher level L2
locators. As contrasted with the 0 to 30 kmtemperature errors, there is in
this instance no sign reversal in the tangent height deviations. By reference
to Figure A1, this difference in behavior can be explained by the fact that the
absolute magnitudes of the percent radiance deviation at the four locator levels
(i.e., 26.05, 40. 18, 45.62, and 57.07 kin) exceed those at the peak radiance
level (i.e., 18 to 20 km). Considerations similar to those already discussed
for the (2, 6:0-30) error effects for L2 locators also apply here.

Temperature errors in the 60 to 90 km altitude interval produce but a very
small tangent height deviation for L2 locators. Only in the case of L2 (0.06)
does the tangent height departure exceed a value of 0.01 km/°C. This result
is understandable in terms of the (7, 21:60-90) curves presented in Figure A1,
which show relatively small percent radiance deviations at the peak radiance
level (18-20 kin) and at 26.05, 40. 18, and 45.62 kmwhere the lower three L2

locators operate. It is expected that an analysis of the (10, 30:60-90) error
cases for Profile 883 would yield a distribution of tangent height deviations
rather similar to that obtained here for Profile 943 (7, 21:60-90).

Integral Radiance (L3) Locators

Only the L3 (4.5) locator was included in this analysis; however, the analysis
can be readily extended to estimate tangent height deviations for other levels
of integral radiance.

Temperature errors in the 0 to 30 km altitude interval do not affect L3 (4.5),
nor would they affect L3 locators up to an integral radiance level of 20.0.
Temperature errors in both the 30 to 60 and 60 to 90 km altitude intervals
produce a relatively modest effect: 0.05-0.09 km tangent height deviation per
I°C temperature error, with the deviation and the error having the same
algebraic sign. If one examines the (7, 21:60-90) curves in Figure A1, it
might appear strange at first glance that the tangent height deviations are
not considerably greater in view of the large percent radiance deviations
which apply between 52.40 to 80 kin, the interval over which the radiance is

integrated for L3 (4. 5). However, some 60 percent or more of the integral
radiance for L3 (4.5) is contributed within the 52.4 to 60 km interval, and at
higher levels the contributions become extremely small as the percent radi-
ance deviations become extremely large. Thus, the results obtained for IJ3
(4. 5) are regarded as entirely reasonable.
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Integral Normalized Radiance (L4) Locators

For 0 to 30 km temperature errors, the L4 (2.5) and L4 (0.5) locators show
the sign reversal noted earlier for the L2 locators affected by errors within
this altitude interval. Thus, for positive temperature errors, a negative
tangent height deviation of -0.07 to -0.09 km]°C can be expected, and for
negative errors, a value of 0.06 to 0.07 km]°C.

For (4, 12:30-60) temperature errors, the distribution of algebraic signs for
the tangent height deviations revert to the normal pattern for L4 (2.5) but
show a sign reversal for L4 (0.5). This interesting result arises as follows.
Since L4 locators are defined in terms of _.Ni]N , percent errors of the

max.
same magnitude and algebraic sign in the numerator and denominator will
cancel out with no resultant tangent height deviation. However, if as an
example the (4:30-60) error case is considered, the deviation in peak radi-
ance is 3.74 percent. For L4 (2.5), the integrated percent deviation in
radiance from 44.6-80 km is 5.55 percent, or somewhat larger. This excess
in the numerator term, _Ni, with respect to the denominator term, N max. '

translates into a positive tangent height deviation. A helpful way to consider
this effect is to consider L4 (2. 5) as the area under the radiance profile with-
in the tangent height limits 44.6 to 80 km. If positive errors cause an upward
displacement in the radiance profile (which represents the upper boundary of

the area), then, for a constant value of 2.5 W-km/m 2 -st, the lower tangent
height limit is shifted to a higher value. If L4 (0.5) is now considered, the
integrated percent deviation in radiance is 2.46 percent, or lower than the
per cent deviation in peak radiance. By analogous reasoning, it can be shown
that the lower tangent height limit is shifted so as to produce a negative devia-
tion. The analysis of error effects upon normalized locators such as L2 and
L4 is complicated, therefore, by the fact that the percent radiance deviation
in peak radiance must be subtracted out from the individual or integral devia-
tions at higher altitudes to determine the residual effect.

For (7, 21:60-90) temperature errors, the tangent height deviations in both L4
locators have the same algebraic sign as the errors. The absolute magnitudes
of the tangent height deviations for L4 (2.5) are relatively small (i. e., 0.02
to 0.04 km). Comparable values for L4 (0.5) are larger by a factor of three,
reflecting the combined influence of three factors: 1) the integrated percent
radiance deviation in L4 (0.5) is more than three times as large as that for
L4 (2.5); 2) the integral normalized radiance value of L4 (0.5) is five times as
small as that of L4 (2.5); and 3) the slope of integral normalized radiance per
tangent height interval for L4 (2.5) is five times as large as that for L4 (0.5).

Slope Extrapolation (L7) Locators

As shown in Table A2, 0 to 30 km temperature errors have no effect upon
the tangent height of locator L7 (1.5; 0.75). This results from the fact that
the fixed radiance levels used for this locator both occur well above 30 kin.
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As shown by the Part I study results, the 1.5 and 0.75 W/m 2 -sr radiance
levels do not occur below 35 and 44 kin, respectively.

The effect of 30 to 60 temperature errors upon the L7 locator is to produce
fair-sized tengent height deviations with the same algebraic sign as the error.
The absolute magnitudes of these deviations, per °C, range between 0.07 to
0.09 km. Because the L7 locator involves slope extrapolation from the 1.5
and 0.75 to the zero W/m 2 -sr radiance levels, it is possible to obtain
complete error cancellation whenever the magnitude of the tangent height
deviation at 1.5 W]m 2 -sr is twice that at the 0.75 W/m 2 -sr radiance level
and is of the same algebraic sign. On the other hand, the slope extrapola-
tion process can produce relatively large tangent height deviations at the
zero radiance level whenever the deviations at the two higher radiance levels
have the opposite algebraic sign.

The effect of constant temperature error within the 60 to 90 km altitude
interval is to produce a relatively insignificant tangent height deviation in
locator L7. The absolute magnitude of this deviation, per °C, is only 0.01
to 0.02 kin.

DISCUSSION OF OVERALL RESULTS

This study has shown that the effect of temperature errors upon locator
tangent heights can vary over wide limits. Temperature errors between 0
to 30 km have the greatest impact upon locators L2 (0.95) and L2 (0.50);
for three _ temperature errors of +6°C, the absolute values of the tangent
height deviations for these locators lie within the range 0.6 to 1.7 kin.
Temperature errors between 30 to 60 km mostly affect locators L1 (3.0),
L1 (2.0), L1 (1.0) and L2 (0.95); for 3c errors of +12°C, the deviations in
tangent height for these locators fall within an absolute value range of 1.4
to 4.2 kin. Temperature errors between 60 to 90 km produce the largest
tangent height deviations in locators L1 (0.2), L3 (4.5), and L4(0.5); for 3_
errors of +21°C, the absolute values of these deviations lie within a range of
1.0 to 2.3 kin. Overall, temperature errors between 30 to 60 km appear to
have the greatest effect upon the locators included in this study. This result
is entirely reasonable since, with the exception of L2 (0.95), all locators
operate within the tangent height range of 30 to 60.

In addition, this study has revealed a remarkable consistency, in terms of
the tangent height deviations per °C temperature error which are produced
upon a given horizon locator by errors of different signs and magnitudes.
Locator L2 (0.95) is the only one to exhibit any real inconsistencies in the
normalized deviations; these occur in the (2, 6: 0-30} and 4, 12: 30-60) error
cases. The overall results suggest that a nomogram could be developed,
for each class of locators, which would permit rapid, accurate estimation
of tangent height deviations as a function of 1) basic temperature error com-
binations within the 0 to 90 km altitude interval, and 2) some general profile
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descriptor such as peak radiance which would sufficiently identify the radiance
profile slope characteristics in order to take into account the functional re-
lationship between the tangent height deviation and the radiance deviation

caused by temperature errors. The development of such a series of mono-
grams could proceed on the basis of I) selecting a representative number of
radiance profiles which cover a range of different latitudes and seasons,
2) defining a greater number of plus and minus error combinations, and 3)

establishing firmer estimates of _ T' the error standard deviation in tempera-

ture, over the 0 to 90 km interval.

EFFECTS OF TEMPERATURE ERRORS UPON EXPERIMENT DESIGN

The results of the analysis of tangent height deviations for various locators

provide a basis for estimating possible effects which temperature errors in
synthesized profiles may have produced upon the experiment design. Of
specific interest are: 1) The data requirements which were established in

i! _ T! • • II

the Part I study for the "scientific ana englneerlng measurement program,
based upon the time series analysis of locators L1 (3.0) and L3 (2.5),

respectively, and 2) the data requirements defined in the Part II study for
other additional locators.

The tangent height deviations which were determined for the 12 different

locators can be identified as error standard deviations in tangent height,
a which correspond to the assigned values of error standard deviation

h T '

in temperature, _T" Thus, the following three types of tangent height error

can be defined: 1}ahT (0-30), associated with a constant value ofa T = 2°C

between 0 to 30 km; 2}_hT (30-60), which correspond to_T = 4°C between

30 to 60 km; and 3) Vh T (60-90), which is associated with_T = 7°C between

60 to 90 kin. Estimates of ahT are provided by the recent study results

(even though the analysis only included positive lv T errors, the values for

negative 1_ T errors are expected to be approximately the same over this

small a total error interval}.

The ideal basis for examining the relative influence of the three
_h T

values would be set of _h values which denote the standard deviation in

tangent height for the various locators within specific space[time cells.
This type of information is not available, however, because of basic data
limitations. It is necessary, therefore, to draw inferences from the

locator tangent height statistics which were generated during the Part I

study. Values of standard deviation _h for the locators of interest were
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determined: 1) over an extensive North American grid area for eight
synoptic cases; 2) at specific stations (i. e., Cape Kennedy, Ft. Churchill
and White Sands Missile Range) over various time periods extending from
two days to one year; and 3) at specific times along a space cross section
extending from White Sands Missile Range to Antigua. For purposes of

illustration, _h values were selected for the June and January synoptic

cases, the May time-series case for Cape Kennedy, and the October cross-

section case. These values, together with _hT values for each interval

and for the entire 0 to 90 km altitude range, are presented in Table A3.

There are some notable features in the distribution of _h and ChT

values shown in this table. Of the 12 locators considered, the _hT (0-90)

values exceed the June synoptic case _h values in seven instances, exceed

the May Cape Kennedy _h values in eight instances, and exceed the October

WSMR-Antigua ¢7h values in six instances. This result has some interest-

values represent eithering implications, since these three sets of _h

periods of the year or locations when a h is at a near minimum. It would

normally be expected that these c h values would be larger than the _h T

(0-90) values, so as to reflect the combined influence of natural variability
as well as temperature error effects upon the synthesized radiance profiles.

The _h values for the January synoptic case (where the natural variability

is at a near maximum) does indeed exceed the _hT (0-90) values by a con-

siderable margin, with but one exception, the L4 (0.5) locator. In this

January case, the error component in V h which can be attributed to the

assumed temperature error distribution is relatively small; for example, if

we subtract out the effect of _hT = 0.87 kin, for the L1 (3.0) locator, from

h = 4.79 kin, we obtain a value of 4.71 kin, representing only a very minor

correction.

In the three cases where the _hT (0-90) values frequently exceed the _h

values, there are some important inferences to be drawn regarding the
magnitude of temperature errors which were adopted within the three
altitude intervals. Most noteworthy are the results obtained for the
L1 (0.2), L3 (4.5), and L4 C0.5) locators; here, the (0-90) values

_h T

typically exceed the three sets of _h values by a factor of three, in each

instance, the _hT (60-90) error is the major contributor. This suggests
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that the value of 7°C adopted as the temperature error between 60 to 90 km
may be tno large by a considerable factor, possible as much as three.

A similar analysis of the _h values with respect to _hT (30-60) suggests

that the value of 4°C adopted between 30 to 60 km may also be too large by
a factor of 1.5 or possible more. It may also be inferred that the

_h T

value of 2°C adopted for the 0 to 30 km interval is possible too large by a
factor of 1.5.

There are certain inherent limitations to the inferences which can be made

from the available information. The most important question is whether

or not the _h values derived for the synoptic time-series and space cross-

section cases can be regarded as representative. This question is discussed
in detail below.

Between 30 to 60 kin, MRN temperature data is quite sparse. The spatial
anatyses for the synoptic cases were typically based upon temperature data
coverage at six stations covering the entire North American continent and
adjacent ocean areas. The space cross-section and time-series cases were
also based upon relatively incomplete data which did not usually provide
the nominal resolution. Thus, a considerable amount of interpolative
analysis was used to fill in the data gaps at levels between 30 to 60 kin.
This analysis served to smooth out the effects of errors and of small-
scale components of natural variability contained in the individual tempera-
ture observations. Thus, the large-scale patterns of spatial and temporal
variability in temperature were depicted. The process of interpolating
and extrapolating temperature values at spatial grid points or at designated
times between adjacent observations does mr, however, add any resolution
to that to which the original data is inherently limited. For example, six
widely spaced observations for a synoptic case cannot really provide the
type of resolution which is implied by the use of a 56-point grid. Thus,
the set of synthesized radiance profiles which are derived at these 56 points
do not necessarily represent the scale of temperature variability which is
associated with the selected grid spacing. Nevertheless, the standard
deviations in locator tangent height derived from such a highly interpolated
(and extrapolated) set of synthesized profiles will be reasonably close to
the comparable statistics which would be obtained from an ideal, high-
resolution set of profiles as long as the predominant features of the
temperature field between 30 to 60 km have been adequately resolved and
have not been distorted by large systematic errors at individu_! _tations.
Since the temperature analyses in the Part I study were conducted by

experienced meterologists, the _h values which were obtained for the

various cases are regarded as reasonably representative in terms of the
30 to 60 km temperature contributions to the radiance profiles.

For the 60 to 90 km altitude interval, an extrapolation process of tempera-
ture estimation was developed, whereby the observed 50 km temperature
and the temperature at the highest point in the sounding were used to
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estimate the remainder of the temperature profile to 90 kin. Since'the
extrapolation process was based upon a limited number of high-altitude rocket
woundings, considerable concern has been expressed that the temperature
errors from 60 to 90 km may be very large and therefore, adversely affect
the accuracy of the synthesized radiance profiles and the derived tangent
height statistics. The results presented in Table A3 suggest, however,
that the value of 7°C associated with (60-90} may be too large by a

_h T

factor of as much as three. This inference is essentially based upon a

comparison of (60-90} values observed during periods when the natural
_h T

atmospheric variability is relatively low. If the _h values used for this

comparison are too low, then the inference is incorrect. There does not
appear to be any reason to doubt the general validity of these values.

Overall, the analysis of temperature error effects has revealed that they
do not unduly influence the tangent height statistics derived from the set of
synthesized radiance profiles in the Part I study. Temperature errors do

not appear to seriously affect the higher values of o h which were the major

factor in determining the data sampling requirements for the HDS experi-
ment.

USE OF SYNTHESIZED PROFILES IN COMPARATIVE
STUDIES WITH OBSERVED PROFILES

The results of this preliminary study werve to identify many Of the problems
involved in the computation and application of synthesized radiance profiles.
Further study is recommended to develop improved methods whereby
synthesized profiles can be more accurately computed and more definitive
error limits established. This would provide a firm basis for using such
profiles for comparative studies with profiles observed by the HDS
experiment.
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APPENDIX B
DETERMINATION OF DIURNAL DATA

SAMPLING REQUIREMENTS

Availabte evidence strongly suggests that diurnal effects upon horizon Iocators
may be almost as important as seasonal and latitudinal effects. Thus, the
proposed HDS experiment has as one of its objectives the collection of radi-
ance profile data on such a basis that diurnal effects can be statistically
evaluated. This will provide a means for making deterministic corrections
to horizon sensor outputs.

The term diurnal is applied to the daily component of variation in radiance
profiles associated with the 24-hour period of alternate warming, and cooling
of the atmosphere. Daily changes in solar energy input, resulting from the
effect of the earth's rotation, serve to generate a 24-hour cycle of tempera-
ture variation. This daily cycle is most regular in the tropical zone where
the level of incoming solar radiation is least variable throughout the year and
where the duration of night and day intervals is relatively constant.

REVIEW OF DIURNAL TEMPERATURE
VA RIA BI LI TY

The first step in determining the diurnal data sampling requirements was to

review information sources relating to the diurnal variability of atmospheric
parameters between 30 to 70 kin. The general nature of the diurnal tempera-
ture component, including amplitude and phase, was established as a function
of altitude, latitude, and time of year (i.e., solstices and equinoxes). The

results of significant studies which have been made of diurnal temperature
variability are summarized below.

Theoretical

Johnson, F. S. (ref. 14). --

Method: (1) Heating effect due to absorption of solar energy by atmo-
spheric ozone.

(2) Assumed constant rate of heat loss due to day and night
infrared emission.

(3) Based uponWSMR rocket flight data (June 14, 1949) of
zone concentration and solar uv spectral intensity.
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Results: (1)

(2)

Pressman, J.

Method: (1)

Maximum diurnal temperature change of 5.3°C at 48 kin.

Diurnal temperature change I°C at 31 km and 70 kin.

Iref.

Solar energy absorption by ozone based upon solar
spectrum, ozone distribution, and density distribution.

(2) Assumed uniform cooling rate over 24-hour period exactly
balancing heating due to ozone absorption of solar energy.

Results: (1) 24-hour curves of diurnal temperature variation for

(a) latitudes 0 °, 45 °, and 75 °

(b) altitudes 30, 42.5, 57.5 km

(c) dates March 21, May 1, June 21

(2) Maximum diurnal variation occurs near 45 km between 0
to 45 ° latitude and does not exceed 5 to 6%_.

(3) Below 30 km and above 58 km diurnal temperature varia-
tion is less than 1.5°C.

(4) No seasonal changes at 0 ° latitude.

(5) Modest seasonal changes at 45 ° latitude.

(6) Pronounced seasonal changes at 75 ° latitude (order-of-
magnitude from vernal equinox to summer solstice).

Leovy, C. (ref. 16}. --

Method: (1) Based upon calculations of joint photochemical radiative
equilibrium in mesosphere and upper stratosphere.

(2) Assumed that only oxygen allotropes are involved in
chemical changes.

(3) Assumed radiative balance between absorption of solar
radiation by molecular oxygen and ozone and infrared
emission by carbon dioxide and ozone.

(4) Calculations made for short periods following summer and
winter solstices.
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Results: (1) Maximum diurnal temperature range at both solstices is
4.5 to 5.0'_ ]day, occurring between 45 to 55 km and
latitudes 0 ° to 15 ° .

(2) Minimum diurnal range of less than 0.5'_/day between
30 to 70 km at both solstices from 75 ° to pole.

Ob serva tional

Be_ers and Miers (ref. 17). --

Data: (1) Primary - 11 meteorological rocket soundings at 2-hour
intervals over White Sands Missile Range, from 0400 MST,
7 February 1964 to 0205 MST, 8 February 1964.

(2) Secondary - four soundings at 1400 and 1600 MST,
21 November 1964 and 0400 and 0600 MST, 22 November
1964 over WSMR.

Results: (1) Primary data indicate

(a) Maximum temperatures occurred around 1400 MST

(b) Minimum temperatures recorded near 0400-0600 MST

(c) Diurnal temperature range 5'_ at 35 km, increasing to
15'_ at 45 km and near 20_C at 55 kin.

(d) Significant non-diurnal heating also present.

(2) Secondary data indicate

(a) Essentially no diurnal variation from 30 to 50 km
(masked by snyoptic variation?)

(b) Day to night variation of 15¢C from 55 to 63 km

Beyers, Miers, and Reed (ref. 18). --

Data: Eight temperature soundings at WSMR from 1400 MST,
1965 to 1100MST, 2 July 1965.

30 June

Results: (i) Amplitude of temperature oscillation increases from less
than 2.0'_ at 40 km to 5.5°C at 48 km and averages 7.5'_
up to 56 km with a sharp increase above 56 km to about
9_ near 60 km.

(2) Time of maximum temperature shows a consistent trend
from 1715 MST at 44 km to 1200 MST at 60 km.
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(3) A relatively large synoptic trend of temperature varia-
tion was noted at higher levels - 25°C/24 hour at 56 km

(synoptic trends were removed before making harmonic
analysis).

Webb, etal. (ref. 19). --

(1) Descriptive article

(2) Cites Beyers and Miers (1965) re diurnal temperature
variation

(3) ,Qualitative description of diurnal heat wave resulting from
geometric and rotational aspects of interaction between

the ozonosphere heat exchanges and the solar radiant flux".

(4) Pictorial representation of wind circulation and tempera-
ture structure at North American summer solstice.

(5) Earth's diurnal rotation described as producing a ridge of
heated air in the ozonosphere sweeping around the earth in
the 24-hour period.

(6) There is a rather sharp leading edge of this heat wave
beginning about sunrise and ending shortly after noon.

Finger andWoolf (ref. 20). --

Data: Sixteen meteorological rocket soundings at Wallops Island,
extending from 1645 EST, 8 September 1965 to 0738 EST,
10 September 1965 (20 to 52 km).

Results: (1) Analysis indicates a daily temperature range varying from
about 3°C at 30 km to about 9°C at 48 kin.

(2) Minimum temperatures occur near sunrise (0500 EST) and
maximum near sunset (1900 EST).

(3) The greatest rate of temperature increase occurs within
one to two hours after sunrise; of temperature decrease
within one to two hours after sunset.

Finger (ref. 21). --

Data: Extensive sample of USA radiosonde observations at 30 mb
(24 km), 10 mb (30 km) and 5 mb (36 km).

Results: (1) At 40 mb, the diurnal range of temperature is 0.5°C between
30 to 50°N, decreasing with higher latitude to a value of
0.2°C between 60 to 80°N.
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(2) At 10 mb, the diurnal range of temperature is 1.0°C
between 30 to 50°N, decreasing to a value of 0.4 ° between
70 to 80°N.

(3) At 5 mb, the diurnal range of temperature is 2.0°C between
30 to 60°N, decreasing to 1.3°C between 60 to 80°N.

Based upon an evaluation and synthesis of these various study results, a set
of curves has been derived which depicts the amplitude of the diurnal tempera-
ture oscillation as a function of altitude (24 to 90 kin), latitude (0, 45, and

75°N) and time of year (solstices and equinoxes). These curves are shown in
Figure B1. The altitude interval covered by these curves includes the portion
of the stratosphere and mesosphere which exerts the greatest relative influ-
ence upon 14-to 16-micron radiance profiles. No attempt has been made to
extend the curves below 24 kin; however, the diurnal temperature amplitude
at 24 km may be taken as generally representative of conditions extending
down to the lower few kilometers.

Figure B1 shows the following important features: 1) overall, the amplitude
of diurnal temperature variation is largest near 55 km; 2) the maximum value
of diurnal temperature amplitude is approximately 7°C, occurring throughout
the year near 55 km in the equatorial region, 3) mean diurnal temperature
amplitude at 45°N is 0.5 to 1.5°C less than that at the equator, with some-
what higher values occurring at the vernal and autumnal equinozes; 4) diurnal
temperature amplitude at 75°N is considerably tess than at lower latitudes,
with extremely large seasonal changes from relative minima at the solstices
to relative maxima at the equinoxes; and 5) the smallest diurnal temperature
variation occurs in the polar region at the solstices, where the peak value
near 55 km probably does not exceed l°C. Therefore, the diurnal variation
in temperature represents a complex phenomenon which cannot be grossly
oversimplified in view of the significant altitudinal, latitudinal, and seasonal
changes which produce over an order of magnitude spread in amplitude.

In addition to the amplitude, the phase of the diurnal temperature variation is
a significant factor affecting the HDS data sampling requirements. Figure B2
presents a curve showing the phase of diurnal temperature variation as a
function of local time. This curve, which represents a composite derived

from a variety of information sources, indicates a broad plateau of maximum
temperature occurring early to midafternoon, with a broad minimum occurring
near 3:00 a.m. local time. The greatest rates of diurnal temperature increase
and decrease are shown to occur within the two to three hour periods following
sunrise and sunset, respectively. As noted on Figure B2, the phase is expected
to vary within ± one to five hours as a function of latitude, altitude, and time of
year. Beyers, Miers and Reed's analysis of WSMR temperature data indicated,
for example, that the maximum temperature occurred in late afternoon at 44 km
and near noon at 60 kin. Thus, the phase relationship shown in Figure B2

depicts an average, representative condition.
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REVIEW OF HDS DIURNAL SAMPLING

REQUIREMENTS IN PART I STUDY

HDS Part IStudy results (ref. 3), were reviewed to determine the extent to
which diurnal effects were defined and reflected in the data sampling requi_',_-
ments. Analysis of diurnal effects upon radiance profiles performed in Part
I included 1) evaluation of overall differences in the amplitude of radiance
profiles determined from samples of daytime and nighttime data at Cape
Kennedy and White Sands Missile Range, and 2) significance tests of the
diurnal frequency component in high resolution time series.

Results of the analysis performed under item (1} above were described as
"doubtful", since the nighttime radiance was apparently greater than the day-
time radiance. These results can be explained as reflecting basic inadequa-
cies in the temperature sounding data: either the data were not available at
local times closely corresponding to the expected temperature maxima and
minima (Cape Kennedy), or the nighttime sample was so inadequate that sub-
jective interpolation may have inadvertently introduced higher temperatures
(and radiance} during the evening hours (WSMR}.

Results of the study under item (2) above gave strong evidence of the fact that
diurnal frequency components are statistically significant at the 95 percent
level for those locators and identifiers which relate to altitude above 45 km.
Thus, the L4 (2.5) locator, in addition to 15 other specific locators and two
profile identifiers, appeared to be significantly influenced by diurnal varia-
tions in the radiance profile. On the other hand, the L1 (3.0) locator, along
with other locator and identifiers which pertain to mean altitudes at 40 km
and below, did not show any detectable diurnal effect, at the 95 percent
significance level.

As aconsequence of these results, the following statement was made in the
Patti Study report (ref. 3) regarding diurnal sampling requirements:

"For any diurnal effects, the reduction in uncertainty due to a
deterministic fit to daily variations was insignificant in the case
of locator L1 (3.0) and only slightly significant in the case of
locator L4 (2.5). Since these uncertainties are inherent in the

Cape Kennedy one-year sequence, no additional uncertainty value
is included in that determined for Cape Kennedy to account for
diurnal variations. In terms of diurnal sampling requirements,
the number of samples required for determination of spatial and
seasonal variations will provide sufficient samples of day and
night variations to obtain average diurnal effec ts. "
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RECENT REASSE$$MENT OF DIURNAT,

SAMPLING REQUIREMENTS

The approach outlined in the Part I study report for handling the diurnal

effects problem was a sound one at the time it was developed. Recently,
however, more detailed examination of the mission profile and of specific
orbit configurations has served to point out that a sun-synchronous orbit
(which appears highly desirable from the spacecraft design viewpoint) will
only provide radiance data samples at local times spaced 12 bouts apart.

The twilight sun-synchronous orbit, which was the type first considered,
provides data samples near 6:00 a.m. and i:00 p. n. local time.

Basic questions were raised as to whether the twilight sun-synchronous orbit

could provide adequate diurnal sampling and, indeed, whether any sun-
synchronous orbit could provide diurnal component coverage comparable to

that obtained from a more inclined, precessing orbit where the local sampl-
ing times would change appreciably within a given space cell during a 28-day
map period. The latter type of orbit was considered in terms of a 70 ° inclined

orbit with 2.63 ° westward precession, which provides diurnal coverage at
local times extending over 13 to 15 hours out of 24 within a given map period.

On the basis of the study made of diurnal temperature variability, the recom-
mendation was made that a 3 o'clock sun-synchronous orbit be adopted in
place of the twilight orbit. This study indicated that the expected time of

maximum diurnal temperature, at stratospheric and lower mesospheric levels,
probably occurs midway between noon and 6:00 p.m., local time. Empirical
data favor earlier times, whereas theoretical calculations indicate times more

toward sunset. Available evidence also suggests that the phase of the diurnal

temperature (and associated radiance) oscillation varies appreciably with
altitude, latitude, and time of the year. A twilight sun-synchronous orbit,

with sampling near 6:00 p.m., would be offset with respect to the average
time of the diurnal maximum. Thus, the daytime sample from a twilight orbit
would, in many instances (i.e., whenever sunset occurs prior to 6:00 p.m.)

be taken during the time of maximum temperature decrease near and subsequent
to sunset. The daytime sample would contain, therefore, a mixture of diurnal
maxima as well as intermediate values. A similar argument applies at the
sunrise side of a twilight orbit with respect to the diurnal minima. The 3
oWclock sun-synchronous orbit, on the other hand, seems to provide a consider-

ably larger percentage of true daylight samples by avoiding sunset (except at
very high latitudes near the winter solstice).

The other basic question considered is whether or not a 3 o'clock sun-synchro-

nous orbit can provide an adequate sample for analyzing the diur_al component
of radiance profile variability. Here, comparison was made with a 70 degree
inclined maximum precession orbit, since this orbit provides a daily shift in
the local times at which samples are taken with a given time/space cell. The

70 degree inclined orbit essentially provides two periods of approximately six

hours each, wherein the local sampling time gradually changes during a 28 -
day map interval.
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Figure B3 illustrates the dirunal data coverage which would be obtained withitL
a typical time/space cell from a 3 o'clock sun-synchronous orbit and a 70 °
inclined maximum precession orbit. The total sample of 16 points divides,
in both cases, into two equal clusters of daytime and nighttime data. It is
assumed that the points, as plotted here, represent values from which the

synoptic and seasonal trends have been removed, i. e., the reduced data from
which the diurnal component is to be evaluated. The sun-synchronous orbit
data sample, it may be noted, is highly concentrated with respect to local
time, whereas the 70 ° inclined orbit data are scattered throughout two 6-hou,
periods. Because of their highly time-concentrated nature, the synoptic and
seasonal components can be more easily and accurately removed from the
sun-synchronous profile data. In the case of the 70 ° inclined orbit data, the
local time spread renders the analysis of the diurnal component more diffi-
cult and less certain, since there is no reliable "anchor point" for separating

the synoptic from the diruanl variance within relatively small samples from
individual time/space cells. Thus, the 70 ° inclined orbit for a given sample
size does not provide (as might original]y have been supposed) better deter-
mination of the amplitude and phase of the diurnal variation, because of the
"time-smear" problem.

The sun-synchronous orbit does provide relatively accurate statistics at two
points inlocatime spaced 12 hours apart. These points can be selected at
the local times which, on the average, correspond to the diurnal maxima and
minima. Delineation of the complete diurnal curve connecting these two
points will depend upon theory and rocketsonde observations. As shown in
Table B1, because of the inclination required for a sun-synchronous orbit,
there will be a change in the local time of satellite crossings at higher lati-
tudes, with respect to the nomina] local time for nodal crossings. However,
from 0 to 63 ° latitude, the local times of satellite crossings are within one
hour of the nodal time (one hour earlier in the 3:00 a. m. case; one hour
earlier in the 3:00 p.m. case).

Special series of high-level rocket soundings (including some taken above the
nominal 60 km range of MRN flight equipment) represent the most straight-
forward and reliable means for determining the complete curve of diurnal
temperature (and radiance) variation. Series of rocketsonde observations,
taken systematically at low, mid, and high latitudes at representative times
during the four seaons and during select synoptic conditions, would provide
a highly desirable supplement to HDS diurnal component data obtained from
a 3 o'clock sun-synchronous orbit.

Table B2 provides a brief summary of the relative advantages and disadvan-
tages of the 3 o'clock sun-synchronous and 70 ° inclination maximum preces-
sion orbits.
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TABLE B1. - APPROXIMATE LOCAL TIMES OF LATITUDE CROSSINGS,
3 O'CLOCK SUN-SYNCHRONOUS ORBIT

Latitude Local time

0 3:00 a. m.

10 2:56 a. m.

20 2:52 a.m.

30 2:46 a. m.

40 2:40 a. m.

50 2:28 a. m.

60 2:12 a. m.

70 1:40 a. m.

80 11:56 p. m.

82.6 9:00 p. m.

80 6:04 p. m.

70 4:20 p. m.

60 3:48 p. m.

50 3:32 p. m.

40 3:20 p. m.

30 3:14 p. m.

20 3:08 p. m.

10 3:04 p. m.

0 3:00 p. m.

COMPARISON OF DIURNAL COVERAGE OBTAINED
FROM 3 AND 4 O'CLOCK SUN-SYNCHRONOUS ORBITS

The selection ofa 3 o'clock sun-synchronous orbit was based upon a general

requirement ot obtain day and night radiance profile samples which would

permit calculation of the diurnal component of variability. The study of theo-

retical and empirical evidence relating to the diurnal variability of temperature

led to the choice of a 3 o'clock local time as one which would provide daytime

near-maxima and nighttime near-minima and which would generally avoid the

problem of skirting near relatively sharp sunrise and sunset discontinuities.
However, a shift to a later local time could provide spacraft design advantages.

The diurnal sampling problem was re- examined, therefore, to determine the

annual latitudinal distribution of night and daytime samples obtained with 3 and

4 o'clock orbits and to examine the sensitivity of changes in the diurnal sample

size for different local times, ranging from 0230 to 0430.
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TABLE B2. - RELATIVE ADVANTAGES AND DISADVANTAGES OF TWO
DIFFERENT ORBITS FOR DIURNAL D2T A SAMPLING a

3 o'clock sun-synchronous

Advantages

• Concentrated data samples are
provided at or near times of
expected maximum and minimum
values.

• Time-concentrated data samples
facilitate statistical separation of
diurnal from synoptic (and sea-
sonaD variability.

• Data samples provide more re-
liable determination of diurnal

variability at the two most sig-
nificant points, i. e., maximum
and minimum.

• More reliable determination of

the limits of diurnal variability
can be made within a given time/
space c ell.

Dis advantages

• Only provides two-point deter-
mination of diurnal variability.
Complete curve must be inferred
from theory and rocketsonde
observations.

• Phase changes in diurnal varia-
bility are difficult to assess.

• Expected times of maximum and
minimum values may be in error.

70 ° inclination maximum precession

Advantages

• Data samples in each time/space
cell cover two 6-hour periods
centered at expected times of
maximum and minimum values.

• Diurnal trends can be calculated

for two 6-hour time periods within
each time/space cell.

During a one-year program,
samples will be obtained during
the entire 24-hour diurnal cycle.

Overall analysis of global sample
does not necessarily depend upon
trmory and rocketsonde observa-
tions to determine shape of di-
urnal variability curve.

Disadvantages

It is more difficult to separate
diurnal from synoptic (and sea-
sonal) variability within a given
time/space cell.

• Less reliable determinations are
made of diurnal variability at the
times covered by sun-synchronous
orbit sample.

• Aggregates of sampling cells must
be used to obtain an acceptable
level of statistical confidence.

aOnly considers clara analysis; does not include spacecraft design factors.
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Reference 22 was used as the basis for this recent study. This reference
consists of a series of charts and overlays which enable the rapid computa_l,,_,
of onset times for periods of complete darkness {defined as beginning at the
end of astronomical twilight) and complete light {defined as beginning at zero
sun declination). By superimposing the overlay, which contains a circular
and local time grid, upon the series of charts, which outline the areas of
sunlight, darkness, and three twilight levels at select 1 to 3 week intervals,
it is possible to determine the latitudes where the selected local times inter-
sect the darkness and sunlight areas. Five local times were used in this
analysis: 0230, 0300, 0330, 0400, and 0430 on the darkness side, and 1430,
1500, 1530, 1600, and 1630on the sunlight side.

Figure B4 presents sets of nighttime and daytime curves as a function of lati-
tude and time of the year. The latitude values denote the limits below which
samples will be obtained in either the night or daytime periods. It should be
noted that the daytime samples can be obtained, even at the 1630 local time,
throughout the entire year over latitudes 0 to 45°; during the period from thL_
vernal equinox to the autumnal equinox, daytime samples can be obtained at
all latitudes. The nighttime samples are far more sensitive to changes in
local time, especially during the several week period centered at the summer
solstice were nighttime samples can only be obtained over latitudes 0 to 40°
at 0230 local time, the most favorable case considered. During the three-
month period centered at the winter solstice, nighttime samples can be ob-
tained over all latitudes for all five local times considered.

If the relative merits of 3 versus 4 o'clock local times for diurnal sampling
are examined, the losses incurred by switching to the later time are obvious
in Figure B4. The latitude range wherein nighttime samples can be obtained
during the several-week period near the summer solstice is reduced from
0 to 34° to 0 to 14°. Correspondingly, the latitude range within which daytime'
samples can be obtained is reduced during the period near the winter solstice
from 0 to 61° to 0 to 52°. The losses incurred in the nighttime samples at the,
later local time are obviously more serious.

In order to explore the problem in greater detail, the 3 and 4 o'clock local
time curves shown in Figure B4 were used to determine the percent of day and
nighttime samples obtained within 10 ° latitude intervals for each 28-day
time cell {or map period). These time cells are outlined on Figure B4, with
the initial cell beginning on 1 January. The analysis was based upon a con-
stant orbital data acquisition rate, where the number of samples obtained in
each 10 ° latitude interval were expressed as a percentage of the total number
of samples per orbit.

Tables B3 and B4 present the results of this analysis, which permits the
assessment of the diurnal sample losses for 4 o'clock versus 3 o_clock sun-
synchronous orbits as a function of latitude interval and time cell. On an
annual basis, with the 3 o'clock orbit, 91 percent of the 3:00 p.m. radiance
profiles fall within the daylight period, and some 72 percent of the 3:00 a. m.
profiles occur during darkness. With the 40tclock orbit, these percentages
are reduced to 87 and 60 percent, respectively.
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TABLE B3.- DIURNAL COVERAGE STATISTICS FOR 3 AND 4 O'CLOCK
ORBITS AS A FUNCTION OF LATITUDE INTERVAL

Latitude interval, deg

0-10

10-20

20-30

30-40

40-50

50-60

60-70

70-80

80-82.6

Average - all latitudes

Average percent coverage - all time cells, annual
Nighttime Daytime

3 o'clock 4 o'clock 3 o'clock 4 o'clock

100

100

100

93.2

71.5

58.2

100

93.2

74.3

62.8

53.9

46.5

I00

I00

i00

I00

i00

i00

100

100

100

100

100

85.8

48.1

37.7

31.3

72.0

39.5

32.7

28.2

59.6

82.5

67.0

59.7

90.7

71.1

62.1

57.2

86.9
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TABLE B4- DIURNAL COVERAGE STATISTICS FOR 3 AND 40'CIX)CK

ORBITS AS A FUNCTION OF TIME OF YEAR, 13 TIME CEL],S

Time cell, successive 28-day

periods beginning 1 January

1

2

3

4

5

6

7

8

9

10

11

12

13

Average - all time cells

Average percent coverage,

all latitudes, 0-8Z.6 deg

Ni ghttim e

3 o'clock

100

97.9

79.3

61.6

48.3

40.9

39.8

45.8

56.8

I 4 o'clock

100

93.2

67.4

43.5

28.1

18.3

16.8

Z4. Z

38.3

3 o'clock

71.5

81.4

97.5

100

100

100

100

100

100

73.0

92.4

i00

i00

72.0

58.8

86.0

100

100

59.6

i00

87.0

7Z.6

69.5

90.7

Daytime

4 _'clock

]

61,0

73.2

95. O

100

100

100

100

100

100

99.1

79.5

6Z.9

59.3

86.9
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Another important aspect of the diurnal sampling problem is to define the
latitudinallimits within which both day and night radiance samples can be ob-

tained concurrently. Daytime samples within a given time cell and latitude
interval are of relatively limited value without their counterpart nighttime
samples (and vice versa). Figure B5 was prepared, therefore, to show the
annual distribution of latitudinal limits for concurrent day and night samples.
Above these latitudinal limits, either twilight or opposite lighting conditions

are occurring. It may be seen that the shift from a 3 o'clock to a 4 o'clock
orbit results, throughout the year, in a loss of 5 to 20° latitude within which

concurrent diurnal sampling coverage can be obtained; this loss is least in
late February and mid-October and greatest during the several-week period
centered at the summer solstice.

The basic question is how serious are these relative diurnal data losses in-
curred in shifting from a 3 otclock to a 4 otclock orbit. These losses must
be regarded as significant, and should be avoided, if at all possible; they
can be reluctantly tolerated, however, if the earlier local time can be show1_
to impose inordinately heavy design penalties. In either case, the HDS ex-
periment is not capable of satisfying completely an ideal set of diurnal samp-
ling requirements. For this reason, auxiliary experiments of diurnal varia-
bility, involving special MRN radiosonde and high mesosphere sounding
observations are definitely recommended. These observations would not only
provide temperature data and allow syntehsized radiance profiles therefrom
for correlation studies with HDS data, but would extend the analysis of diurnal
variability to those latitudes and times of year which lie outside the effective
range of the HDS experiment.

THE EFFECT OF DIURNAL TEMPERATURE VARIABILITY
UPON THE DETERMINATION OF HORIZON LOCATORS

A representative number of climatological profiles were selected to serve as
the basis for evaluating the effect of diurnal temperature variability upon the
determination of several recommended horizon locators. The selected pro-
files, all of which lie along the 90°W meridian, are listed below:

Pr ofil e Maxi mu m
no. Month Latitude, °N Diurnal curve no. diurnal ampl. °C

843 Jan. 20 1 7.0

863 Jan. 45 2S 5.6

883 Jan. 75 3S 1.0

913 Apr. 45 2E 6.5

933 Apr. 75 3E 3.3

943 July 75 3E 3.3

963 July 45 2S 5.6

983 July 75 3S 1.0
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Also shown here is the diurnal curve number, which refers to one of the

specific curves of diurnal temperature oscillation presented in Figures B6
and BT. The maximum amplitude of diurnal temperature variation for each
diurnal curve is also listed here.

The complete rationale underlying the definition of the diurnal temperature
curves is described earlier in this section. In brief, these are significant
latitudinal and seasonal changes in the amplitude of diurnal temperature
variation. The selection of representative cases for this study was designed,
therefore, to include latitudes 20 °, 45 °, and 75°N, and to include months

near the times of the winter solstice, vernal equinox, and summer solstice.
These cases provide a good range of combinations with respect to the basic
radiance profiles and the superimposed diurnal variations.

C_nputation of diurnal range in tangent heights for the L1, L2 and L7 locators
involved straightforward interpolation from the "plus" and "minus" pairs of
radiance profiles. For the L1 locators, tangent heights for each profile pair
were interpolated at each fixed radiance value (i. e., 3.0, 2.0, 1.0, and

2
0.2 W/m - sr) and diurnal ranges were obtained by subtraction. For the
L2 Jocators, the interpolation was performed with respect to the values of
normalized radiance, i.e., 0.95, 0.50, 0.30, and 0.06. The peak radiances
were multiplied by these factors and the interpolation of tangent heights made
directly from the computer printouts at the fixed radiance levels correspond-
ing to the assigned values of normalized radiance. For the L7 locator, inter-

2
polations were carried out in each instance at the 1.5 and 0.75 W]m - sr

radiance levels and slope extrpolation was made to determine the zero radiance
level intercept.

Computation of diurnal tangent height range for the integral normalized radi-
ance locators L4 (2.5) and L4 (0.5) necessarily involved a more elaborate
process. Since no computer program was available to permit direct calcu-
lation, the mean tangent heights of the Lr (2.5) and Lr (0.5) locators, for
the "plus" and "minus" pairs, were first estimated by interpolation based
upon their values of peak radiance with respect to the peak radiance of the
minimum, mean, and maximum profiles, the tangent heights for which had been
determined in the Part I study. Then, weighted averages of the percent radi-
ance deviations (plus or minus) were obtained over the interval extending from
the estimated locator tangent height to 80 kin. The percent deviation in the
peak radiance was then subtracted from the weighted average deviation to
determine the net percent deviation for each profile pair and locator. This
deviation, multiplied by the value of integral normalized radiance, (i. e., 2.4

or 0.5 W-km]m 2 - sr) yielded a value of deviation expressed in the proper

units. An average value of the slope of integral normalized radiance per km
was then determined for the "plus'land "minus" profiles at the estimated
locator tangent height. The slope value was used to convert the integral nor-
realized radiance deviation into an equivalent tangent height deviation.

The results of the analysis of locator tangent height deviations attributable to
diurnal temperature variability are presented in Table B5. These results in-
dicated that a significant diurnal variability in locator tangent heights will
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TABLE B5.- DIURNAL RANGE OF LOCATOR
TANGENT HEIGHT, km, ATTRIBUTABLE
TO DIURNAL TEMPERATURE VARIATION

t ,o,'ator

Loca*or

tangent

height

parameter,

kin

Profile no,

Month/latitude

Peak

radiance

Wlm2-sr

1, . O) Diurnal

range

Mean

height

Diurnal
!} (' t_)

range

Mean

height

Diurnal
TI(_ O)

range

Mean

height

Diurnal
}I (0.2)

range

Mean

height

Diurnal
1.2 (0 'J5)

range

Mean

height

Diurnal
1.2 (0 50)

range

Mean

height

Diurnal
12 (0 30)

range

/vlean

he ight

Diurnal
l,_ (0 0_;)

range

Mean

height

Diurnal
1.4 (2 5)

range

Mean

height
(a)

Diurnal
1.4 (O 5)

range

Mean

height
(a)

Diurnal
L_

range

Mean

height

a Estimated

Maximum amplitude of diurnal temperature variation, °C

1.0 3.3 5.6

883 983 933 863 963

Jan/75 ,1ul/75 Apr/75 Jan/45 July/45

4. 3041 7 0477 5. 6357 5. 1366 6. 0699

O. 19 O. 16 O. 15 O 67 O. 79

29 9 43.4 36. 8 34.7 41. 3

0 14 O. 13 0. 14 O. 70 0. 62

35. 1 47 0 42. 2 40. 2 45. 5

0. 18 0. 11 0. 16 9 98 0 66

43. 1 52. 7 49. 1 47. 7 51. O

O. II O. 07 O. 08 0 55 0 61

57. 5 62 7 59. 8 59. 1 61 2

0. 02 O. 06 0. 04 0, 19 0 34

18. 2 23. 0 20. 3 20, 4 24. 3

0 06 O 08 O. 07 O. 44 0.47

34. 3 41. 5 37. 6 37. 0 41. 1

0. 05 0. 07 0. 09 O. 37 0 43

40. 4 46. 6 43. 8 42 8 46. 2

O, 08 O. 04 0. 06 0 06 O. 34

55, 6 59. 3 56. 7 56. 1 57. 6

0. 11 O. 07 0. 09 0. 50 0. 45

42. I 46. 6 44. 6 43. 8 45. 2

0. 07 0. 04 0. 05 0. 35 0. 41

54. 2 56. 7 55. 6 55, 1 55. 9

0. 32 0. 11 0. 06 0. 65 O. 57

54, 6 59. 8 58 0 57 7 58. 2

6.5

913

Apr/45

5 7634

083

30. 4

0 64

43,8

0 70

50 0

065

60 2

O. 28

21.8

0.49

400

047

45.1

0.41

57. 0

0. 50

44 8

0.43

55. 7

0.43

57 5

843

,fan/20

53596

1 50

39.0

0 9!!

44.7

0 76

50. 3

0. 58

59.9

012

26. 8

079

41.0

0 57

46.6

0.47

57. 1

9.46

44. 2

0,49

55.4

0.39

56 8

70

943

July/20

5. 6445

1 0,_

39.4

O 97

44 1

O 86

49 9

9 71

50 1

0.48

26.0

0 64

40 2

0 6O

45.5

041

57 1

0 59

44 (_

0 5_

556

069

57 3
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occur in those cases where the maximum amplitude of the diurnal tempera-
ture oscillation exceeds a value of 3.3°C. The tangent height deviations in
Table B5 show a definite break point between maximum temperature ampli-
tude {MTA) values of 3.3 ° and 4.5°C. For lower MTA values, the tangent
height deviations (THD's) are for the most part in the range of 0.05 - 0. 15 kin.
The median values for the different classes of locator are as follows: L1, 0. 14;

L2, 0.06; Lr, 0.07, and L7, 0. 11. In the case of locator L7 the THD value
for Profile 883 (I°C MTA) is considerably higher than for Profile 983 (I°C
MTA} and Profile 933 (3.3°C), i.e., 0.32 versus 0. 11 and 0.06 kin. respec-
tively. This interesting result is discussed below in terms of Profiles 883
and 983 since it exemplifies the way in which various factors influence the
magnitude of the tangent height deviation.

The L7 locator tangent height is calculated by extrapolating from the 1.5 and

0.75 W/m 2 - sr radiance levels. The THD value for L7 (at zero radiance} is
sensitive, therefore, to the relative magnitude of the THD values at the two

higher radiance levels. In the case of Profile 883, the radiance deviations

at 1.5 and 0.75 W/m 2 - sr are 0.0166 and 0.0128, respectively, for a relative
difference fact or of 1.3 However, because of differences in the slope of the

radiance profile at these two levels, a given size radiance deviation at 0.75

W/m 2 - sr produces an equivalent tangent height deviation which is 2. 1 times

larger than at the higher radiance level. The combination of these two factors

yields a relatively larger THD value at 0.75 W/m 2 - sr which, in turn, by
extrapolation, increases the THD at zero radiance. For Profile 983, on the

other hand, the radiance deviation at 1.5 versus 0.75 W/m 2 - sr is larger

by a factor of 1.9; the profile slope differences are such that a given radiance

deviation at 0.75 versus W/m 2 - sr produces an equivalent THD which is

larger by a factor of 1.8. The combination of these two factors, which are
almost equal, produces an extrapolated THD at zero radiance which is slightly
less than atthe two higher radiance levels. The THD values for the other
locators, i. e., L1, L2, and L4, are not affected by the extrapolation process;
nevertheless, in comparing relative differences for different profiles and
locators, it should be kept in mind that difference in absolute radiance devi-
ations and radiance profile slope characteristics are both involved in the
determination of THD values.

For MTAIs of 6.5 ° and 7°C, Table B5 shows typical THD values of 0.80 km for
the L1 locators, 0.48 km for L2 locators, 0.50 km for the L4 locators, and

0.43 km for the L7 locator. The highest overall THD values, i. e., 1.06 and
1.50 kin, were obtained for the L1 (3.0) locator. The magnitude of the THD's
for the L1 class of locators appears to decrease gradually over the range of

2
fixed levels from 3.0 to 0.2 W/m - st. For the L2 locators, the highest
THD's occur at the 0.50 normalized radiance level. The THD's for the two

L4 locators are approximately the same.
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It would appear from the results presented above that, at low and mid latitudes,
the tangent height deviations for most locators, attributable to the diurnal
cycle of temperature variation in the stratosphere, lie within the range of
0.50 - 1.00 km throughout most or all of the year. At very high latitudes,
where the MTA of diurnal variability is relatively small, THD's of 0. 1 -
0.2 km can be normally expected. The higher THD values at low and mid
latitudes are especially significant since they are comparable in magnitude
to the tangent height standard deviations which occur at locations and during
time periods when the synoptic variability of the atmosphere is relatively low
(see Table B5 which presents sample values of tangent height standard devia-
tions for various locators, based upon representative synoptic, time cross
section and space cross section cases). During periods of high synoptic varia-
bility, the diurnal component of tangent height variation is relatively small
and difficult to isolate, but it should be statistically easier to separte within
space/time cells of relatively low synoptic variability.
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APPENDIX C

EFFECTS OF ERRORS AND UNCERTAINTIES
ON DATA. REQUIREMENTS

THE EFFECT OF RANDOM RADIOMETER ERRORS UPO_q
SAMPLE SIZE REQUIREMENTS FOR HORIZON LOCATORS

A preliminary error analysis was made to determine the effect upon the ex-
periment sampling requirements of random errors associated with the opera-
tion of the radiometer instrument. This effect was appraised in terms of
equivalent tangent height error in 11 recommended horizon locators. This
error, in turn, can be expressed in terms of an additional number of profile
samples which must be taken within each space/time cell to maintain the
same level of confidence as that designated for the no-radiometer-error case.
The error analysis was conducted on a parametric basis, covering a range of

error standard deviation in radiance from 0. 0001 to 0. 1 W/m 2 sr.

The results of this preliminary analysis were used to make working estimates
of the additional samples required for radiometer error compensation; they
also provided a basis for the more extensive study of radiometer error effects,
the results of which are presented in a subsequent section of this report. The
results of this preliminary analysis and those obtained in the subsequent analy-
sis are not directly comparable since, in the latter case, the analysis was
aimed at specification of radiometer design requirements and at predicting
horizon sensor performance.

The approach which was taken in the preliminary analysis was to compute the
equivalent tangent height error for three representative cases: the minimum,
mean, and maximum profiles which were determined by computer analysis in
the Part I study from an extensive series of 839 synoptic profiles. The three
radiance profiles, illustrated in Figure C1, are statistical conglomerates.
The mean profile consists of mean radiance values determined at one km
tangent height intervals between 0 to 50 km and at 2 and 5 km intervals else-
where. The maximum (minimum) profile consists of a series of maximum
(minimum) radiance values selected at each designated tangent height level
from the entire set of 839 profiles.

The maximum and minimum profiles are sensitive, over the 0 to 50 km
tangent height interval, to small-scale fluctuations within each of the 839
input profiles; as a result, the level-by-level selection of maximum and
minimum values by the computer tends to produce irregularities in the de-
rived profiles which do effect to a limited degree the representativeness of
radiance profile slope values used to convert radiance error into equivalent
tangent height error.
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A far more important effect was introduced into the preliminary error analy-
sis by the use of minimum, maximum, and mean slope valued, dN/dh, (where

N is radiance in W/m 2 - sr and h is tangent height in kin) in computations
involving the L1 and L7 locators. These slope values, which were available
from the computer analysis of the 839 synoptic profiles, were plotted as a
function of tangent height. The mean slope values were analyzed subjectively
with a least-square type of curve fit; the plots of maximum and minimum
slope values were analyzed in terms of smoothed boundary curves drawn on
the outer side of all extreme values. The maximum slope values (which
represented small negative or positive numbers) were used ir_ the analysis of
L1 and L7 locators for the minimum radiance profile. The minimum slope values
(which represented large negative numbers) were used in the analysis start of LI
and L7 locators for the maximum radiance profile. Subsequent re-examina-
tion of this procedure has revealed that the slope values used in the minimum
profile case to compute equivalent tangent height errors for locators Ll(3.0)
and Ll(2.0) were completely non-representative. Analysis of several indi-

vidual profiles with low peak radiance (i. e., of the order of 3.5 W/m 2 - sr)
revealed that the slope values applied to locators L1 (3.0) and L1 (2.0) for
the minimum profile case in the prelimimary analysis were too low by factors
of 20 and 22.5, respectively. On the other hand, the slope values applied to
the L1 (1.0), L1 (0.2) and L7 locators for the minimum profile were found
t o be representative, as were the slope values for the maximum profile case.
This interesting result reflects the occurrence of occasional irregularities in

the radiance profiles in the vicinity of the 2.0 and 3.0 W/m 2 - sr fixed radi-
ance levels. Thus, the computer analysis of the slopes for 839 individual
profiles systematically selected the largest negative numbers for the minimum
slope and the small positive or negative numbers in the profile set for the
maximum slope. In the latter instance, where the slope numbers are very

small (e. g., 0. 004 W/m 2 - sr per kin) the computation of equivalent tangent
height error from the radiance error is extremely sensitivie to the effect of
profile irregularities. This effect was further compounded by the type of
boundary smoothing which was used to analyze the slope values used for the
minimum profile. In the discussion of the random radiometer error analysis
presented below, amended slope values have been used to calculate the L1
(2.0) and L1 (3.0) tangent height errors for the minimum profile case.

The calculation of random error effects must be carried out differently for
each major class of locator, i.e., L1, L2, L4, and L7. Briefly described
below are the methods, assumptions and input data involved in the calculation

of ah as a function of _N.

L1 Locators

The L1 1ocators are only sensitive to the radiance error which applies to their
p

designated radiance levels, i. e., 3.0, 2.0, 1.0, and 0.2 W/m" - st. The
calculation of _ versus cr is based, therefore, upon an assumed set ofh N

a N values and the measured slope values of AN/Ah as determined at the
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various radiance levels for the mean, maximum, and minimum profile cases.
The results are shown in Figure C2 through C4.

L7 Locators

The L7 (slope extrapolation) locator is sensitive to the radiance errors at
both points in the profile Ci.e., 0.75 and 1.5 W/m 2 - sr) which provide the
basis for the slope extrapolation to zero radiance. The tangent height for L7
at the zero radiance intercept can be expressed as:

h0 = h0.75 + {h0.75 " hl.5 ) = 2h0.75 - hl.5
(Cl)

where the subscripts for h indicate the radiance levels to which the tangent

height value applies. If it is assumed that the random errors in h0.75 and
are independent, the following error equation applies:hl.5

-_4 2 2= a + a h (C2)
a h0 h0.75 1.5

The a h values are calculable from the assigned valued of a N at the 0.75

and 1.5 W/m 2 - sr levels by means of the slopes, _N/Ah, measurable at

these points from the mean, maximum, and minimum profiles.

As an illustrative example, consider the mean profile case with an assigned

value of a N = 0. 1 W/m 2 - sr at both extrapolation points in the profile. The
2

slope determined values of a h at the 0.75 and 1.5 W/m - sr levels are 1.05

and 0.69 kin, respectively. By substitution in equation C3), a ah value of

2.21 km is obtained. The other calculations were similarly performed. The
results for this locator are presented in Figures C2 through C4.

L2 Locators

The L2 locator involved the determination of tangent height at the normalized
radiance level where R, the ratio of radiance to peak radiance, is equal to
a preassigned value. The four locators of this type recommended in the Part I
study are L2 (0.95), L2 (0.50), L2 {0.30), and L2 C0.06). The calculation of

a h versus a N errors for these locators was formulated as follows. Since

R = N/Nmax. the error standard deviation for R can be expressed, for

independent errors, as:

__a2 2a R = N + a N (C3)
Max.
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where it has been reasoned that the measurements of N and Nmax.

sufficiently far apart to justify the assumption of their independency.
2 2

further assumed that aN = aN , then:
max.

are

It is

aR = A/_aN (C4)

The calculation a h as a function of a R then proceeds by determining R

versus h slope values at the designated levels 0f R on the mean, maximum,
and minimum profiles. The results of these calculations are shown in Fig-
ures C2 through C4.

L4 Locators

The tangent heights for the L4 ]ocators are definable in terms of the following
expression.

h = f (E R i _ hi), (C5)

where h represents the integral of the normalized radiance values, R i, for

intervals of Ah. from 80 km to the tangent height h, and where the area
I

under the R versus h curve equals a preassigned value. It will be assumed
that there are no intrinsic errors in f_h.. On this basis, the following

i

error equation can be formulated:

2 2 2

a_R i = a--_- + aNmax"

where a
R.

1
iz ed radianc e,

tion interval, and a N
max.

can be expressed as follow

(C6)

is the error standard deviation (ESD) in the integral normal-

a_ is the ESD for the average radiance level in the integra-

ls the ESD of the peak radiance. However, a N

(ref. 23):

= aN (C7)
aN

where a is the ESD in an individual radiance measurement and K is the
N

number of independent measurements. The term, 1/ K, thus represents
the statistical advantage which accrues for an increasing number of indepen-
dent measurements.
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if has been a_umed here that individual radiance measurements are to be
taken during the HDS experiment at tangent height intervals of every 0.5 kin.
_l_is provides a significant statistical advantage in terms of reducing the
effect of radiance error in the L4 locators, which are integrated over tangent
height intervals of some 25 to 40 km. The following is a list of the tangent
height intervals as determined for locators L4 (2.5) and L4 (0.5) in the Part I
study, the number of individual radiance measurements to be included in each

interval, and values of aN](_N:

1 Tangent height No. of independent (_ _/a N
Locator interval, km measurements, K

L4 (2.5)

L4 (2.5)

Lr (2.5)

L4 (0.5)

L4 (0.5)

L4 (0.5)

Profile

Mean

Max.

Min.

Mean

Max.

Min.

44. 1 - 8O

46.3 - 8O

40. 1 - 80

55.3 - 80

56.5 - 80

53.2 - 80

72

68

80

50

47

54

0. 118

0.121

0. 112

0. 141

0. 146

0. 136

2 term in
It is obvious from the small size of the a_/a N values that the e_ 2

equation (C6) exerts an almost negligible influence upon the size of e _Ri,
2

and that _ _ is the predominant term for the K values considered here.
max.

If we assume that e Nmax" = _ N' we obtain the following values of _-Ri/a N:

Locator Profile _ }-Ri/_ N

L4 (2.5)

L4 (2.5)

L4(2.5)

L4 (0.5)

L4 (0.5)

L4 (0.5)

Mean

Max.

Min.

Mean

Max.

Min.

1.014

1.015

1.013

1. 020

1.021

1.018
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Values of a R. were readily calculated for the assigned range of a N
1

values. Then, by means of the slope relationship, R.]km, as determined
1

from computer analysis in the Part I study, the ESD's in tangent height were
determined. The results of these calculations are shown in Figures C2
through C4.

Discussion of Results

The overall results of the parametric random error analysis for the 11 lo-
cators, clearly show a wide range of tangent height ESD's for a given value
of radiance ESD. For the mean profile, the tangent height ESD's vary by a
factor of 46 from the least to the most effective locator; and for the maxi-
mum profile, by a factor of 43; and for the minimum profile, by a factor of
41. For the mean profile case, the tangent height error sensitivity of the 1l
locators follows this ascending order: L4 (2.5), L1 (3.0), L1 (2.0), L1 (1.0),
Lr (0.5), L7, L1 (0.2), L2 (0.50), L2 (0.30), L2 (0.95), and L2 (0.06). Ap-
proximately the same order applies to the maximum and minimum profile
cases.

Some important implications can be drawn from this parametric analysis
regarding design goals for random radiance error. As pointed out in the
earlier section of this report, "Determination of Data Sampling Requirements
for Additional Locators", the time]space cell sample size can be increased
to compensate for random experimental errors, thereby maintaining an esti-

mated uncertaintiy of 6'h = 0.5 km at a 95 percent level of confidence. The

scale shown in the lower right corner of Figures C2 through C4 shows the
additional number of profiles, AN, required per sampling cell to maintain
this level of confidence.

2
A 3 a value of 0.01 W/m - sr has been established in other project studies
as the radiometer design requirement with respect to random error. Based
upon this value, a set of calculations has been made to determine the equi-
valent error standard deviation in tangent height and AN, the additional
samples required (profiles per cell) to compensate for the error effect.
These results, which cover 11 recommended locators for the mean, minimum
and maximum profile cases, are presented in Table C1. These results,
which were used in making the final determination of the total sampling re-
quirements for the various locators (discussed later), indicate that all the L2
locators are most affected by radiometer errors, along withlocators L1 (0.2)
and LT.

Although random error effects can be compensated for by increasing the cell
samples, it is undesirable to have any sizeable error components in the HDS
data sample which could be possibly eliminated by more exacting design and
calibration of the radiometer. The separation of error variance fromthe
variance of naturally occurring radiance fluctuations, although statistically
possible, still represents a difficult, time-consuming and often uncertain
process. For this reason, random radiance errors should be kept to a mini-
mum.
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APPENDIX D

EFFECT OF INSTRUMENT ERROR ON DATA REQUIREMENTS -
STATISTICAL ANA LYSIS

This analysis is an extension of that presented in Appendix C, pp. 211 to
221 of reference 3. Detailed derivations are omitted here. The notation

adopted uses a bar over a quantity such as x" to indicate the ensemble

average or mean of the random variable. The circumflex, e.g., x ,

is used to designate an estimate of a random variable.

Measurements are made to determine the indicated altitude of the infrared

horizon. This indicated altitude is obtained from a horizon profile, using
various locators as discussed in the text. It is assumed the resultant

indicated altitude x has an uncertainty _ 1 due to the instrument and an

additional independent uncertainty _2 due to "nature". Hence, the i th

observation x i is given by

xi = _+ _li + _2i

when systematic corrections are not considered. The two cases of a

zero mean instrument error and a non-zero mean instrument error are

discussed separately in the following two sections.

ZERO MEAN INSTRUMENT ERROR

It is assumed that 41 and 62 are zero mean random variables with
2 2

variances a12 and a12 , respectively. An estimate of al ' _1 , is

obtained prior to any flight program and this estimate has an uncertainty
2

^ 2 That is, _1 is a randomthat is related to the variance, _2 , of _ 1

^ 2.variable with mean a 2 and variance
1

The available data is a sequence of independent samples, xl , x 2 ---x n

and al 2 and _2. From this data an estimate of _, a 2 and the uncer-

tainty in -_ and a 2 is desired. The sample mean, M n , given by

n

1i_ X.

Mn n 1

i=l
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is an unbiased estimate of x and this estimate has a variance

12 +_22)/n. The confidence interval on this estimate then goes to zeru(a

as n goes to _.

The sample variance, Sn2, is given by

n

2 1 _ Mn ) 2Sn = n (xi - "

i=l

It can be shown that

2 n-___l(o 2 +a 22).</Sn > -- n i

Let the estimate of 2 _ 2 be given by
02 ' 2 '

2A n 2 ^

= "n-l-("._.u__") S - Ol 2a2 n "

This estimate is unbiased since

<_22> < n 2__ 2>= (_-1) Sn 1

22 ) 2 2n n-1 2 +a - _i = a2= (h-__l) (-K--) (o 1

2
The variance of the estimate of o 2

interval on u2"

Consider variance (/22),

is needed to obtain the confidence

^ 2 n 2 ^ 2)]2>.variance (a2 2 ) = < [ a 2 - (n---_ Sn - al

It should be noted that S n and _i are independent random variables since
A

Sn is obtained from in-flight measurements and a I is obtained from pre-

flight measurements. It should also be remembered that u2 is fixed, a

real number, although it is not known.

Expanding the indicated expected value gives
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variance (82 }2 = U 4 2 n JSn 2 \ 22 (% 22 - 202 n----i" " 2 +2a " 1 /

+ (nn--_l 2 <Sn 4 >- 2 _-l <°i 2 > <Sn 2> + ,314> .

It can be shown that

2 2
<a > = o,

4 _2 4<al > = +°1

and

n 2 ¢Sn 4 >

2
n 2 +3

nl (/a41 + P42 ) + n(n- 17n (o14 + o 24) + 2(n + 1) a 2 o22= -- n-1 1

where P41 and

respectively.

Therefore,

t"

P42 are the forth moments about the mean of _i and _2'

variance (a22 ) 1 (P4 + P42 ) + /32 n-3 (a14 4 _ 2 a22= n 1 - _) +a2 ) + al "

If 1 and {2 are assumed gaussianthen

4
= 3a

_41 1

4

P42 = 30 2

and the above reduces to

variance (_2 2 )

2 + a 2)2
2 (a 1 2 2

= +
n-1
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It should be remembered that /] ks known but a 1 and a 2 are not. If the

2
estimates of (;i and a2 are used, then the estimate of variance (_; 2 )

becomes

variance {_22) = (n__._21) {_12 +_22)2 + /]2

The expected value of this estimate is

variance (_22) = variance (_22) + _-1

" 2 22)2(a 1 +a
+

n-1

The estimate is, therefore, biased with a bias

r ] r 2 22)2/(n_ 1) f12 ]4/in-l) i (a_ +a + [
t L J

which is equal to

/]2][2/(n-I)] [variance 2) + j

which goes to zero as n gets large.

Let us consider a numerical example,

" 30

2
a 2 = 0.5, _2 = 0.25

2
al = 0.2, a 1 = 0.04

/] = 0.01, /]2 = 0.0001

In this case the standard deviation in our apriori estimate of a 1
is 0.01.
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The standard deviations and mean values of the estimated quantities are
tabulated below for various values of n.

n 2 22 lE" a 2 variance (_ )

mean s.d. mean s.d. mean bias

10 30

20 30

50 30

100 30

30

0.17

0.12

0.076

0. 054

0

0.25

0.25

0.25

0.25

0.25

0. 137

0.094

0.059

0.043

0.01

0.0187

0. 0089

0. 0034

0. 0017

0. 0001

0.0042

0.00095

0.000143

0.0000364

0

It should be noted that the standard deviation of _ and the bias on variance

(_22) go to zero as n goes to co but the other quantities do not. If /3 were

2
zero the standard deviation of a 2 would go to zero as n goes to infinity.

Consider now the case when a systematic variation in x (as a function of t

for example) is removed. Let the systematic variation be represented by a

series of functions, ¢i (t), or the normal over the n samples, That is

M

L ¢i (tk) dj (t_) : Qj

k--'l

The correction series is

M

at ¢i (t)

i=l

where

n

ai = X x (t k) ¢i (tk)"

k=l

The above

that is

a t is an unbiased estimate of the true correction coefficient _i '

iai_ = _.
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The variance of this estimate is,

2 2
variance _(ai) = Ol + a 2

and is independent of n as long as the normality of the basis functions is
maintained.

The residual, r, is the variation in x
variation is removed, that is

n ,- m

2 _-_ V-
r = /__ ,i x (t k) - f_.

k=l L i=l

that remains after the systematic

ai ¢i (tk) 1

It can be shown that

<_r 2_ = (n-m) (al 2

An unbiased estimate of _22 is, therefore,

2
2 r _ 5 2cr2 = n-----m 1

For C1 and C2 gaussianthe variance of this estimate becomes

2 + a 2 )2
22 ) 2(a 1 + /32.variance (5 = n-m

To obtain confidence intervals on

to obtain

_22, Chebychev's inequality is applied

I} 2 21 >_} ,_ variance (_22)
probability a2 - cr2 ,),2

2 is defined
If p is the per unit error in a 2 the confidence interval on °2

as

Ic : ( i +-p- - -V'_1- P ) (_2
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and it is clear that

probability (a 2 is no___ton the confidence interval Ic)

{I 221= probability a22 + a >--p a 2 I

Using this with the expression for variance

where p

2 22)2p 2(0 1 +a
1

i00 n-m

is the probability that

($22) in the above

P a 2
1

_2 is in the confidence interval.

Therefore, for fixed percent confidence P

P I 2 (a 12 +a22) 2 + (n-m)/32 ]1 1/24 J
(n-m) a 2 (l-P/100)

If P is small an approximate expression for the confidence interval is

so finally

C

= p_Ic 2

2

(n-m) (i - PIIO0)

1/2

_2

If
a 2

I
C

is assumed gaussian the confidence interval for P

• _ 2

- 2_[2 i 1 + + (n- m)

---- I --J_/n-m a 2 a2

2

= 95 becomes

1/2

_2
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If n o samples gives a confidence Ic when there is no instrument error

(a 1 = _ = O) then to obtain the same confidence interval with an instrumer_t

error the number of samples needed is given by n,

n

-- 2 _

(n o - m) 1 +-'-_
I_ a2

/]2
1 -----4- (no - m)

a 2

L+ m

In the special case when o 1 is known exactly, that is _ = O,

- 2 -_ 2

a 2_ 2 [ al °ln = (no - m) i +--/-2-i + m = no 1 +_ = 2m 2

cy2 J a 2 . a 2t_

Let us consider some numerical examples. Let /3 = O,
table is obtained for the expression for n.

this becomes

2

i (_i 1

• 2

,, 2a 2

then the following

a 1

a 2

0.1

0.5

1.0

m=l

1.02 n o - 0.02

1.56 n o - 0.44

4 no-1

m=3

1.02 no - 0.06

1.56 no - 1.3

4 no-3

m-lO

1.02 no - 0.2

1.56 no -4.4

4 no-lO

In the example previously used,

_" = 30

= 0.5a 2

= 0.2

= 0.01

and with m = 10

2
a 2

2

132

0.25

0.04

0.0001
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The equation for n becomes

n

(no - 10) (i. 35)

1 - 0.0016 (no - I0) +
i0

Tabulating the above gives

n o

20

50

100

200

n

24

68

152

379

It is clear that when

_2
(no

a 2

- m) = 1

n goes to infinity. This means that a small confidence interval attainable
with no instrument error is not attainable with an uncertainty in the spread

of the instrument error. That is, for _ > 0, the limit on the confidence
interval occurs when

4

a 2

no _2 + m

i. e., the minimum attainable confidence interval is

Ic (min) - 2"_2/3
a 2
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NON-ZERO INSTRUMENT ERROR

The instrument may cause an uncertainty in the indicated altitude that has a
non-zero mean. In this case let m, be the bias in the indicated altitude

due to the instrument and 6 , be the zero mean uncertainty due to the

instrument. Therefore, the observed altitude at the &th observation is

x& = H + m 1 + 61_" + 5 2t

Prior to any flight the ensemble statistics on the m, are determined and

assume it has a mean ,_n , and a variance a These are analogous to

2 , and /32 , the a-priori information about the distribution of 61

If M n , is the sample mean, then an unbiased estimate of the true indicate¢t

altitude, _ , is

A
m

X = M
n

The variance of M is
n

Var (M n) =<_M _ _ _ ml)2 > = 1 (o12 + _2)2n n

and the variance of x is

1 (v 2 + o. 22 ) + aVar (x) = <(x - x-)Z> = n 1

Note that the uncertainty in _ does not go to zero as the number of samples
but rather approaches the uncertainty in the a-priori estimate of the in-
strument bias.

2
The statistics of the estimate of (;2
this instrument bias.

remain unchanged with the addition of

If x has a systematic variation with time, for example, x = x(t) and this
variation is corrected using orthonormal basis functions the following

occurs: The correction coefficients, ai m , are made up of two parts,

aix that due to the variations in nature and aim , that due to the variation

in the bias due to instrument error. It can be shown that
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_\. -- Z ¢i (tk) K (t k)
ix k

A. = E ¢i (tk) mi (tk)
im k

An unbiased estimate of Aix , the desired correction coefficient is,

/_. -- E [x (Ik)- m 1 (tk) ] ¢i (_k)
ix k

^

The variance of this estimate, Var (Aix) , is,.

Var (/_ix) :_(Aix - Aix - _ ix )2_

2 2
= 0 1 + (_2 + ot

That is, the correction coefficients have an additional uncertainty that is
the uncertainty in our a-priori knowledge of the bias due to the instrument.

It should be noted that it was assumed that the bias is a function of time and

space. Hence an analysis should be performed to determine the bias

a-priori in each time-space cell. It was also assumed that the uncertainty
in the estimate of this bias did not change from one cell to another, ,,
= constant. If a is not a constant an average value of c_ is suitable in
the preceeding equations.

As before the estimate of the uncertainty in the corrected indicated altitude

is not affected by the bias. Therefore, the existence of the bias does not
change the sampling requirements since these were based on the estimate
of uncertainty.

The existence of the bias does require some mathematical exercises to de-

termine ensemble averages of the bias as a function of time and space,

fla 1 (t) This can be done using Monte-Carlo techniques on classes of

radiance profiles peculiar to a given space time cell. An estimate of
should be obtained at the ,qame time.

The most that can be known prior to any flight (as regards effect of in-
strument error) is

n_ (t) -
1

average bias due to instrumeJ_t as functirm oF ti)m, :_nd

space.

- uncertainty in n_ .
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2 uncertainty, due to instrument,81 -
^ 2

_2 _ uncertainty of 0"1

in the indicated altitude.

On a given flight m 1
will be fixed, i.e. only one ensemble member will be

i 2 a 2) + _
chosen, and the Var (_) and Var (Aiz) will not be n (a_ + 2

2 2
or a 1 + a2 + _ but rather some number for which the above constitute

an ensemble average. That is, if many flights were performed then Var _}

and Var (/%ix) would in fact be these quantities. Since only one flight will

l (a 2 + a2 2) + a andbe used to ascertain the desired information _- l

2 2 + _ represent the best estimate of the ¥ar _) and
a 1 + a 2

Var (A ix ) , respectively.

Also since 6 varies from measurement to measurement in a given flight
1

program the estimate of a 2 and confidence intervals on a 2 are as given

and will be the same for any flight programs with a similar instrument. In

summary:

. The uncertainity in the corrected indicated altitude and the un-
certainity in the correction coefficients may vary from flight to
flight due to the a-priori uncertainity in the instrument caused
bias.

. The estimate of correction coefficients, mean corrected indicated

altitude, uncertainity in the corrected indicated altitude due to

nature (a2} , and the confidence interval on a 2 should not vary

from one flight to another when performed under similar conditions.

180



APPENDIX E

PROFILES, ERRORS, LOCATORS, AND COMPUTATIONS

181



APPENDIX E

PROFILES, ERRORS, LOCATORS, AND COMPUTATIONS

This appendix contains listings of profiles, errors, locators, and compu-
tations used in determining radiometer-caused errors.

PROFILES

Table El, called'Profile Set B."

LOCATORS

Locators and input constants to be used are L1 (2.0), L1 (3.0), L2 (0. 15),
L2(0.9), L3(4.5), L3(20), L4(2.5), and L4(10.0).

ERRORS

Error Type 1-Calibration Scale Error

Multiply all radiance values by ( 1 + AN/N)

AN
1 a -- = 0.004

N

AN
lb -- = 0.01

N

AN
lc --= 0.02

N

AN
ld - 0.05

N

Error Type 2 - Calibration Bias Error

Add AN to all radiance values

2 a AN -- 0.001

2 b AN = 0.004

2c AN = 0.01

2 d AN = 0.04
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Error Type 3 - Drift Scale Error

Multiply radiance values by (I + AN/N)

AN/N is selected from gaussiandistributions of zero mean with

standard deviations given below.

AN/N is selected once for each profile; within a given profile it remain._:

constant but it changes from profile to profile.

3a AN/N = 0.004

3b AN/N = 0.01

3c AN/N = 0.02

3d AN/N = 0.05

Error Type 4 - Drift Bias Error

Add AN to all radiance values.

Standard deviations of gaussian
distributions from which the

value of AN/N is selected.

AN is selected from gaussian distributions with zero mean with

standard deviations given below.

AN is selected once for each profile; within a given profile it remains

constant but changes from profile to profile.

4a AN = 0.001

4b AN = 0.004

4c AN -- 0.01

4d AN = 0.04

Standard deviations of gaussian
distributions from which the
value of AN is selected.

Error Type 5 - Noise Scale Error

Multiply all radiance values by (1 + AN/N)

AN/N is selected from gaussiandistributions of zero mean with

standard deviations given below.

AN/N is selected once for each radiance value on each profile; i. e.,

changes from point to point.

it
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5a AN/N = 0.004

5b AN/N = 0.01 i
>

5e AN/N = 0.02 I

5d AN/N = 0.05 J

Standard deviation of gaussian
distributions from which the

value of AN/N is selected.

Error Type 6 - Noise Bias Error

Add AN to all radiance values.

AN is selected from gaussian distributions with zero mean and

standard deviations given below.

AN is selected once for each radiance value on each profile; i. e., iL

changes from point to point.

6a AN = 0.001

6b AN = 0.004

6c AN = 0.01

Standard deviation of gaussian
distributions from which the

value of AN is selected.

6d AN = 0.04

C OMPUTAT ION S

AN
For each of the 24 error values, and for the case where _ =
(reference) perform the following computations

AN

A.

B.

C.

Modify Profile Set B as indicated.

Compute located horizons, h I, for the specified locators.

Compute the following:

- (h I - h I min )
i. hl' _h I' max.

2. Ahl' _Ah 1' Ahl max. ' Ahl min

3. 0-_ o 0' (0max. - 0min)

4. _--O, aAO' A0max. ' A0min

= 0
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where the following definitions apply

1 _ hl.
1

1

ahl = [ n _ (hli - hl )2 ]

hl. = located horizon for a given locator for the i th
1

1/2

profile.

Ahli hli (c) - h It (_ = 0)

hl. (_) is the value of located horizon for the ith profile with c = the
1

specified value of AN/N or AN.

- i I AhAS I - i.

I

:I 1°Ah I n'- I (Ahli- A_'I)2

1/2

Oi= lhl -h ]i li+ 1

-O = nl _0 i

c _ Ahl ]AO i
LAhli i + 1

J

_ilAe.
n i

2 x O. 02251

i/2

i = 1,3,5--

i = 1,3,5--

1/2

Identify, by profile identification number, the profile or profile set for which

maximum and minimum values of hl, Ah, O, and A0 occur.
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Suggested Output Format. --

Line no. Run Error h 1 h I Ah 1 Ah 1 O O A0 A0

1

2

3

Skip line

1

2

3

1 Type Mean a Mean a Mean a Mean

1 Value Max. Min Max. Min Max. Min Max. Min

1 ID ID ID ID ID ID ID ID

2_

2 1

2

J

1 25_

2 25 1

3 25

J
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TABLE El. - PROFILE SET B

Pair no.

4

8

9

10

11

12

13

14

i

1

2

9

10

ii

12

13

14

15
16

17

18

19
20

21

22

23

24

25
26

27
28

Profile no.

01010001

01010020

01030001

01030020

01040001

01040020

1070001

1070020

1010002

1010031

1030002

1030031

1040002
1040031

01070002

01070031

01010003

01010049

01030003

01030049

01040003

01040049

01070003

01070049

01010005

01010022

01030005
01030022

Lat

63. 75

41.25

52.5
63.75

Long.

165
105

165
90

Time

April 8

Aug.

Oct.

12

21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 875

48.75

45

26.25

150

75

150

105

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12
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TABLE El. - PROFILE SET B - Continued

Pair no.

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

29
3O

31
32

33
34

35
36

37
38

39

40

41
42

43
44

45

46

47

48

49
5O

51
52

53

54

55
56

57

58

I Profile no.

01040005

01040022

01070005

01070022

01010006
01010018

01030006

01030018

01040006
01040018

01070006

01070018

01010008

01010040

01030008

01030040

01040008

01040040

01070008

01070040

01010010

01010056

01030010

01030056

01040010

01040056

01070010

01070056

01010013

01010043

Lat

30
56.75

37.5

26.25

75
45

Long.

150
105

45

15

135

9O

120
60

120
90

Time

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 2 1

Jan. 20

April 8

Aug. 12

Oct. 2 1

Jan. 20

April 8
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TABLE El. - PROFILE SET B - Continued

Pair no.

3O

31

32

33

34

35

36

37

38

39

4O

41

42

43

44

59
60

61

62

63

64

65

66

67
68

69

70

71
72

73
74

75

76

77

78

79

80

81

82

83
84

85
86

87
88

Profile no.

01030013

01030043

01040013

01040043

01070013

01070043

01010014

01010052

01030014

01030052

01040014

01040052

01070014

01070052

01010016

01010035

01030016

01030035

01040016

01040035

01070016

01070035

01010046

01010050

01030046

01030050

01040046

01040050

Let

37.5

26.25

15

45

01070046
01070050

3.75

41.25

Long.

120

75

120

90

90

75

Time

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20
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TABLE El.

Profile no.Pair no. i

45 89
90

46 91
92

47 93
94

48 95
96

49 97
98

50 99
100

51 101
102

52 103
104

53 105
106

54 107
108

55 109
110

56 111
112

57 113
114

58 115
116

59 117
118

60 119
120

01010027
01010037

- PROFILE SET B - Concluded

Lat Long,

78.75 90
37.5 90

01030027
01030037

01040027
01040037

01070027
01070037

01010036
01010047

01030036
01030047

01040036
01040047

01070036
01070047

01010042
01010048

01030042
01030048

01040042
01040048

01070042
01070048

01010024
01010019

01030024
01030019

01040024
01040019

01070O24
01070019

41.25
0

18.75
56.25

90
48.75

90
90

9O
75

90
105

Time

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20

April 8

Aug. 12

Oct. 21

Jan. 20
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A PPENDIX F

PARAMETRIC ERROR ANALYSIS -
PLOTTED RESULTS
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PARAMETRIC ERROR ANALYSIS - TABULAR RESULTS
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APPENDIX G
PARAMETRIC ERROR ANALYSIS - TABULAR RESULTS

Complete statistics on located horizon and local vertical calculated for 24
radiometric errors, as discussed in the section on radiometer errors, are
given here. The tables are reproductions of actual computer outputs and the
following key will be necessary for complete understanding.

Computer Parameter Interpretation

Locator L1
Value 3. 0

Radiance threshold loeator
Radiance threshold = 3. 0 W/m2-sr

Locator L2
Value 0. 15

Normalized radiance threshold

Threshold at 154 of peak radiance

Locator L3

Value 4. 50
Integral of radiance threshold
Threshold at integrated radiance

2
" 4.5W-km/m -st

Locator L4
Value 2. 50

Integral of normalized radiance
threshold

Threshold at integrated normalized
radiance = 2. 5 km

H mean Mean value of located horizon, km

H sigma Standard deviation of located horizon,
km

DH mean Mean value of located horizon error,

km

DH sigma Standard deviation of located horizon

error, km

Theta mean Mean value of sensed local vertical

direction, degrees

Theta sigma Standard deviation ,_f sensed local

vertical direction, degrees

Dtheta mean Mean value of local vertical error,

degrees

Dtheta sigma Standard deviation of local vertical

error, degrees
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Computer Parameter

Seq. No.

Interpretation

Profile number which produced the
minimum or maximum value. See
references 24 and 25.

Error No. 0

Error No. 1

Error No. 2

Error No. 3

Error No. 4

Error No. 5

Error No. 6

Error No. 7

Error No. 8

Error No. 9

Error No. 10

Error No. 11

Error No. 12

Error No. 13

Error No. 14

Error No. 15

No errors applied, disregard sta-
tistics for DH and Dtheta

Calibration scale error = +0.4_

Calibration scale error = +lg

Calibration scale error = +2g

Calibration scale error = +5_

Calibration bias error = +0. 001 W/m 2-
sr

Calibration bias error = +0. 004 W]m 2-
sr

Calibration bias error = +0.01 W/m 2-
sr

Calibration bias error = +0. 04 W/m 2-
st

Scale drift error, a = +0.4_

Scale drift error, a = S l_

Scale drift error, a = S2_

Scale drift error, a = s5_

Bias drift error, a = S0. 001 W/m2-sr

Bias drift error, a = S0. 004 W]m2-sr

Bias drift error, a = S0.01 W/m2-sr
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Computer Parameter

Error No. 16

Error No. 17

Error No. 18

Error No. 19

Error No. 20

Error No. 21

Error No. 22

Error No. 23

Error No. 24

Interpretation

Bias drift error, a = +0. 04 W/m2-sr

Scale noise error, a = ±0.4_

Scale noise error, a =+1_

Scale noise error, a = ±2_

Scale noise error, a = +5_

Bias noise error, a = +0. 001 W/m2-sr

Bias noise error, a = ±0.004W/m2-sr

Bias noise error, a = +0.01W/m2-sr

Bias noise error, a = ±0.04W/m2-sr

Numbers printed in floating point format; i. e.,

• xxxxxx yy -- (. xxxxxx) (10 yy)
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